
PREFACE

International Energy Agency
The International Energy Agency (IEA ) was established in 1974 within the framework of the

Organization for Economic Co-operation and Development (OECD) to implement an International
Energy Programme. A basic aim of the IEA is to foster co-operation among the twenty-one IEA Parti-
cipating Countries to increase energy security through energy conservation, development of alternative
energy sources and energy research development and demonstration (RD&D). This is achieved in part
through a programme of collaborative RD&D consisting of forty-two Implementing Agreements, con-
taining a total of over eighty separate energy RD&D projects. This publication forms one element of
this programme.

Energy Conservation in Buildings and Community Systems Programme
The IEA sponsors research and development in a number of areas related to energy. In one of

these areas, Energy Conservation in Buildings and Community Systems (BCS), the IEA is sponsoring
various exercises to predict more accurately the energy use of buildings, including comparison of exist-
ing computer programs, building monitoring, comparison of calculation methods, as well as air quality
and studies of occupancy. Seventeen countries have elected to participate in this area and have desig-
nated contracting parties to the Implementing Agreement covering collaborative research in this area.
The designation by governments of a number of private organizations, as well as universities and
government laboratories, as contracting parties, has provide a broader range of expertise to tackle the
projects in the different technology areas than would have been the case if participation was restricted
to governments. The importance of associating industry with government sponsored energy research
and development is recognized in the IEA, and every effort is made to encourage this trend.

Overall control of the programme is maintained by an Executive Committee, which not only
monitors existing projects but identifies new areas where collaborative effort may be beneficial. The
Executive Committee ensures that all projects fit into a pre-determined strategy, without unnecessary
overlap or duplication but with effective liaison and communication. The Executive Committee has ini-
tiated the following projects to date (completed projects are identified by *).

Annex 1: Load energy determination of buildings *
Annex 2: Ekistics & advanced community energy systems *
Annex 3: Energy conservation in residential buildings *
Annex 4: Glasgow commercial building monitoring *
Annex 5: Air infiltration and ventilation centre
Annex 6: Energy systems and design of communities *
Annex 7: Local government energy planning *
Annex 8: Inhabitants behaviour with regard to ventilation *
Annex 9: Minimum ventilation rates *
Annex 10: Building HVAC system simulation *
Annex 11: Energy auditing *
Annex 12: Windows and fenestration *
Annex 13: Energy management in hospitals *
Annex 14: Condensation and energy *
Annex 15: Energy efficiency of schools *
Annex 16: BEMS 1 - User interfaces and system integration
Annex 17: BEMS 2 - Evaluation and emulation techniques
Annex 18: Demand controlled ventilating systems
Annex 19: Low slope roofs systems
Annex 20: Air flow patterns within buildings
Annex 21: Calculation of energy & environmental performance of buildings
Annex 22: Energy efficient communities
Annex 23: Multizone air flow modelling
Annex 24: Heat, air & moisture transport in new and retrofitted insulated envelope parts



Annex 25: Real time simulation of HVAC systems and fault detection
Annex 26: Energy-efficient ventilation of large enclosures
Annex 27: Evaluation and demonstration of domestic ventilation systems
Annex 28: Low-energy cooling systems

Annex 21: Calculation of Energy and Environmental Performance of Buildings
The objectives of Annex 21 are to:
1) develop quality assurance procedures for calculating the energy and environmental performance of

buildings by producing guidance on:
• program and modelling assumptions•

the appropriate use of calculation methods for a range of design applications

• the evaluation of calculation methods

2) establish requirements and market needs for calculation procedures in building and environmental
services design;

3) propose policy and strategic direction for the development of calculation procedures;
4) propose means to effect technology transfer of calculation procedures into the building and

environmental services design profession.

The subtasks of this project are:
A. Documentation of Existing Methods

B. The Appropriate Use of Models

C. Reference Cases and Evaluation Procedures
D. Design Support Environment

The participants in this annex are: Belgium, France, Germany, Italy, the Netherlands, Switzerland and
the United Kingdom. Canada, Finland and Sweden also participated in the early part of the project. In
addition, Finland, Spain, Sweden and the United States participate in Subtask C as a collaborative
research activity between Task 12 Subtask B of the IEA Solar Heating & Cooling Programme.

The UK Building Research Establishment acts as Operating Agent of BCS Annex 21.

Solar Heating and Cooling Programme
Initiated in 1977, the Solar Heating and Cooling (SHC) Programme was one of the first IEA R&D

agreements. Its objective is to conduct joint projects between the 20 member countries to advance solar
technologies for buildings.

A total of eighteen projects or "Tasks" have been undertaken since the beginning of the Pro-
gramme. The overall programme is managed by an Executive Committee composed of one representa-
tive from each of the member countries, while the leadership and management of the individual Tasks
is the responsibility of Operating Agents. These Tasks and their respective Operating Agents are (com-
pleted projects are identified by *, tasks in planning stage are identified by #):

Task 1: Investigation of the performance of solar heating and cooling systems - Denmark *
Task 2: Co-ordination of research and development on solar heating and cooling - Japan *
Task 3: Performance testing of solar collectors - United Kingdom *
Task 4: Development of an insulation handbook and instrument package - United States *
Task 5: Use of existing meteorological information for solar energy application - Sweden *
Task 6: Solar heating, cooling, and hot water systems using evacuated collectors - United States *
Task 7: Central solar heating plants with seasonal storage - Sweden *
Task 8: Passive and hybrid solar low energy buildings - United States *
Task 9: Solar radiation and pyranometry studies - Germany *
Task 10: Material research and testing - Japan *
Task 11: Passive and hybrid solar commercial buildings - Switzerland *
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Task 12: Building energy analysis and design tools for solar applications - United States
Task 13: Advanced solar low energy buildings - Norway
Task 14: Advanced active solar systems - Canada
Task 15: Advanced central solar heating plants #
Task 16: Photovoltaics in buildings - Germany
Task 17: Measuring and modelling spectral radiation  - Germany
Task 18: Advanced glazing materials - United Kingdom
Task 19: Solar air systems - Switzerland
Task 20: Solar retrofit systems - Sweden

Task 12: Building Energy Analysis and Design Tools for Solar Applications
The scope of Task 12 includes:

(1) selection and development of appropriate algorithms for modelling of the interaction of solar
energy-related materials, components, and systems with the building in which these solar elements
are integrated;

(2) selection of analysis and design tools, and evaluation of the algorithms as to their ability to model
the dynamic performance of the solar elements in respect of accuracy and ease of use; and

(3) improvement of the usability of the analysis and design tools, through preparation of common for-
mats and procedures and by standardization of specifications for input/output, default values, and
other user-related factors.

The subtasks of this project are:

A) Model Development

B) Model Evaluation and Improvement

C) Model Use

The participants in this task are: Denmark, Finland, Germany, Norway, Spain, Sweden, Switzerland,
and the United States. In addition, Belgium, France, Italy, and the United Kingdom participate in Sub-
task B as a collaborative research activity between Annex 21 Subtask C of the IEA Energy Conserva-
tion in Building and Community Systems Program.

Architectural Energy Corporation serves on behalf of the US Department of Energy as Operating Agent
of SHC Task 12.
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EXECUTIVE SUMMARY

Empirical validation of Detailed Thermal Simulation Programs (DSPs) involves comparing their
predictions with actual measurements made in real buildings. It is the most obvious way to evaluate the
accuracy of DSPs, but the most difficult to undertake convincingly. The work described in this report
was undertaken within a joint group consisting of International Energy Agency (IEA) Energy Conserva-
tion in Buildings & Community Systems (BCS) Annex 21 Subtask C and IEA Solar Heating and Cool-
ing (SHC) Task 12 Subtask B. The UK provided the measured data and managed the empirical valida-
tion study. This part of the work was conducted by the UK Building Research Establishment (BRE),
with De Montfort University and the Energy Monitoring Company (EMC) working under sub-contracts.
The work complements the DSP assessment tests based on inter-model comparisons and analytic tests
which were also developed by the joint BCS Annex 21/SHC Task 12 group.

The aims of the work were to:

(a) develop well-documented and well-tested empirical validation benchmarks for detailed thermal
simulation programs.

(b) provide a 'snapshot' of the ability of DSPs to predict the performance of a few simple buildings
under conditions reflecting those which exist when they are used to model real buildings; and

(c) devise and test a strategy for developing empirical validation benchmarks.

Reviews of previous work were undertaken to assist in directing the management of the exercise and to
select suitable data sets upon which to base the empirical validation benchmarks. These reviews are
documented in Volume 3 of this final report.

Data sets collected in three of the rooms operated by the EMC were chosen. The rooms were
single-zoned and well insulated, they had very low air infiltration rates (less than 0.05 ac/h) and were
raised clear of the ground. During the 10-day October period, the rooms were intermittently heated by
an oil-filled radiator to 30°C. In the 10-day May period they were unheated (free-floating). Only the
South facing facades of the rooms differed, two had different glazing and the third was opaque. The
rooms were located on an unobstructed site on the edge of Cranfield airfield near Milton Keynes, UK.
Five empirical benchmark tests were produced.

The rooms had been carefully constructed and a detailed Empirical Validation Package suitable
for thermal modellers was produced (Volume 2 of this Final Report). To check that the rooms matched
this description, after the experiment had been completed one room was dismantled and its construction
checked. The overall heat loss coefficient (UA-value) of a room was also measured, to within the
experimental error of ±5%, and found to match that calculated using the Site Handbook data (part of
Volume 2). Periodic matching trials by the EMC demonstrated that all the rooms had, to within meas-
urement error, the same construction. These tests were in addition to the customary quality assurance
procedures adopted by the EMC to ensure the integrity of their data, described in Volume 2 of this
report.

Initially, the only modellers involved were 6 of the IEA BCS Annex 21/SHC Task 12 partici-
pants. However, invitations to join the exercise were issued in order that a 'snap-shot' of a larger range
of simulation program performances might be obtained. This attracted an additional 14 institutions and
private companies. Most were either skilled users or the authors, vendors or support offices for the pro-
grams. In total, 25 results sets were obtained from 17 genuinely different programs, the remaining
results being from alternative versions of some of these. The 17 programs (and country of origin) were:
3TC (UK); APACHE (UK); BLAST (USA); CHEETAH (Australia); CLIMA2000 (France); DEROB
(USA); DOE2 (USA); ENERGY2 (UK); ESP (UK); HTB2 (UK); S3PAS (Spain); SERI-
RES/SUNCODE (USA); TAS (UK); TASE (Finland); TRNSYS (USA); TSBI3 (Denmark); and WG6TC
(Italy) .

The program validation exercise was conducted in two phases. In Phase 1 the participants were
provided with the Site Handbook and guidance on how to use it to model the rooms. They had no
knowledge of the actual measurements, so the predictions were undertaken 'blind'. The primary param-
eters predicted were:



The hatched horizontal area represents the estimated uncertainty band

Figure El:
Phase 2 - Total heating energy consumption

for the 7-day heated (October) period
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(i) The total heating energy consumption for the October heated period.

(ii) The maximum and minimum temperatures recorded in both the October heated period and the
May free-floating period.

Also required were:

(iii) The total South facing vertical solar irradiance predicted for both periods;

(iv) The hourly temperatures, and, for the October period, the hourly power demands.

A hot-line service was set up so participants could resolve any modelling difficulties or uncertainties.
These hot-line calls, and any other relevant information, were documented in regular Newssheets which
were circulated to all the participants. The hot-line operators did not know what the measured perfor-
mance of the rooms was. A complete analysis of all the results was undertaken after Phase 1.

In Phase 2, the program users were provided with all the measurements and the estimated uncer-
tainties on the program input data, and invited to explore the differences between the program predic-
tions and the measurements. During this phase, 6 participants made legitimate changes to their program
input files, to correct mistakes and approximations. They produced a new, second set of results (which
are indicated by shading in all figures).

During Phase 2 a number of issues concerning the reliability of the data sets were raised. These
were investigated and any additional uncertainties were incorporated with the other, already known,
sources of experimental error in order to calculate the total uncertainty in the primary parameters. The
total uncertainty was such that if a program lay outside them there was a 99% chance that it was due to
inaccurate predictions. This uncertainty was taken into account when assessing the performance of the
programs after each phase. (It is shown as a horizontal shaded bar in all figures).

Some results from the heated rooms are shown in Figures El and E2. The following observations
can be made.

• Eight of the programs predicted total energy consumptions within the error bars for the opaque
room and eleven for the double glazed room.

• There was a tendency for most programs to predict energy consumptions and maximum and
minimum temperatures which were lower than the measured values.

• One program predicted heating energy consumption and the maximum and minimum temperatures
to within the error bars for both rooms.

• The energy consumption predictions of the programs varied by 40% (of their mean value) in the
opaque room and 52% in the double glazed room.

• The predicted 'energy savings' due to replacing the opaque surface with double glazing varied by
a factor of 3, from 13% to 40%.

• The predicted peak temperatures varied by 11°C, which was between 3°C and 14°C above the
thermostat-set point.

The Phase 2 results from the unheated free-floating rooms (some are shown in Figure E3) reveal the
following.

• Six of the programs failed to predict maximum and minimum temperatures in the opaque room
which were within the uncertainty bands.

• Five programs predicted maximum and minimum temperatures in the double glazed rooms which
were within the uncertainty bands, and only 2 in the single-glazed room.

• There was a general tendency to predict temperatures which were too low.

• The predicted peak temperatures in the double glazed room varied by 8.6°C, minimum tempera-
tures varied by only 2.5°C. The corresponding variations in the opaque room were 2.8°C and
2.4°C.

• All the programs predicted that the peak temperatures in the double glazed room would exceed
those in the opaque room. However, the predicted increase varied from 9.8°C to 17.2°C.

The results from this empirical validation exercise are shown to be broadly in line with those from the
IEA inter-model comparison exercises based on domestic and commercial buildings. This suggests that
the inter-program differences are due to fundamental differences in the programs themselves and not to



The hatched horizontal area represents the estimated uncertainty band

Figure E2:
Phase 2 - Maximum and minimum temperatures

during the 7-day heated (October) period
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other (user) effects.

Although the results are not shown here, all the programs predicted total south-facing solar irradi-
ances which were within the estimated error bands in the May period, and thirteen programs produced
such predictions in the October period. Although the identification of program errors was not the pri-
mary intention of the exercise, errors were found in three of the programs and corrected before under-
taking Phase 2.

The model user reports produced in Phase 2 identified the following differences between features
of the experiment and the assumptions made by their programs: the dynamics and output of the heater;
internal heat transfer coefficients; and internal air movement and stratifications. It is argued that these
features exist in many real buildings, and that, if they explain why some programs performed worse
than others, then this must be viewed as a weakness in those programs.

The heat output from the test room heaters had a large radiant component. The assumption,
inherent in a number of programs, that heater output is convective, is consistent with the observed
under-prediction of heating energy demand. It may be useful to complement this study with one in
which convective heating and well-mixed zone air is employed. The issues of internal convection and
air circulation, particularly over poorly insulated (glazed) surfaces, may also be fruitful areas for future
research.

It has been argued that, where the predictions of programs lie outside the estimated error bands
then this should be taken as a sign that the program is likely to contain errors. These may be

• the omission of important sub-models or algorithms;

• the use of inappropriate algorithms; or

• coding errors.

As a result of the work the following main conclusions can be drawn.

• This was the largest empirical validation exercise ever undertaken.

• A well documented benchmark has been developed. It is an exemplar of how to document an
empirical validation benchmark.

• By incorporating a blind phase, added value is given to an empirical validation exercise. In such
a phase it is important that a mechanism is established for providing modellers with all the infor-
mation they need.

• Although none of the programs predicted primary parameters which were within the estimated
uncertainty bands on all occasions, some of the programs clearly performed better than others.

• Some programs performed particularly well overall whilst others did not perform as well. Other
programs performed well on some tasks and not on others.

• Many programs are likely to contain internal errors, i.e., they may omit the modelling of impor-
tant processes; they may contain inappropriate algorithms; or they may contain coding errors.

• This work, and the other activities of the IE A BCS Annex 21/SHC Task 12 group, has clearly
demonstrated that there is considerable scope for improving the predictive accuracy of DSPs.



The hatched horizontal area represents the estimated uncertainty band

Figure E3:
Phase 2 - Maximum and minimum temperatures

during the 7-day free-floating (May) period
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1. INTRODUCTION

1.1. Organisation

Detailed simulation programs (DSPs) are now extremely powerful, relatively inexpensive to pur-
chase or license, and have the potential to dramatically improve the energy and environmental perfor-
mance of buildings. However, their use is still limited albeit growing. To encourage wider use, the two
key areas to be tackled concern their accuracy and their usability. These aspects are closely related, and
both are currently being studied in International Energy Agency (IEA) Energy Conservation in Building
and Community Systems (BCS) Annex 21. Usability is being addressed in Subtask A (program docu-
mentation), Subtask B (formalising and documenting building performance assessment methods) and
Subtask D (design support environments).

This report describes the empirical validation work undertaken under the auspices of the group
formed by combining lEA BCS Annex 21 Subtask C and lEA SHC Task 12 Subtask B. The work was
directed by the UK Building Research Establishment (BRE), and managed by the Environmental Com-
puter Aided Design and Performance (ECADAP) group in the School of the Built Environment at De
Montfort University Leicester, and by the Energy Monitoring Company (EMC), Newport Pagnell, UK.
The latter two participated via sub-contracts from the BRE.

This report is part of a 3 volume set, produced by the UK participants:

Volume 1: Final Report
Volume 2: Empirical Validation Package
Volume 3: Working Reports

This empirical validation work complements the work using other evaluation techniques undertaken
within the lEA BCS Annex 21/SHC Task 12 group. These activities resulted in the production of a set
of Building Energy Simulation Tests (BESTESTs), based on inter-model comparisons. These tests,
based on domestic scale buildings, are structured such that reasons for poor predictions from a program
can be diagnosed. Other tests based on inter-model comparisons relate to commercial buildings. Some
work was also undertaken to develop analytic tests.

1.2. Empirical Validation

In empirical validation, program predictions are compared with the measured performance of a
full scale building or test room. The appeal of such comparisons as a way of extending the credibility
of building thermal simulation tools is immediately apparent. Other validation techniques exist for
determining whether a simulation code correctly carries out the calculations that its author intended
(debugging and verification). However, all models, of necessity, contain simplifications and assump-
tions: empirical validation is the only way in which the overall effect of these on the accuracy of a
simulation tool can be assessed. It is difficult to carry out empirical validation convincingly (Bloomfield
et al(1)). This is because uncertainty, or errors, exist in the validation process. In previous work these
have been divided into two categories and termed 'internal' and 'external errors' (2,3).

Internal errors are those embedded in the DSPs, some examples are:

• not modelling thermal phenomena, perhaps because they were incorrectly thought to be unimpor-
tant;

• approximating complex, possibly ill-defined but important, phenomena, for example by empirical
correlations with measurements;

• simplifying the known physical processes which occur in the real world, for example to ease (or
speed up) calculations;

• coding errors.

DSPs are likely to include internal errors of all four types. For example, they often simplify fabric con-
duction by assuming it to be 1-dimensional and they usually approximate convective heat transfer at
surfaces as a simple empirically derived coefficient. These are legitimate and necessary procedures to
enable useful DSPs to be developed. Nevertheless, it is still important to test whether they are accept-
able or whether they lead to unacceptably inaccurate predictions.
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For empirical validation to be of any use, it must be capable of revealing the existence of such
internal errors. The achievement of this is however difficult due to the existence of external errors.
Some examples are:

• mistakes made when interpreting the real world building into program input data;

• the uncertainty in all the input parameters used by the DSPs to describe the building operation
and the weather conditions;

• the inevitable uncertainty in the monitored performance of the building.

External errors can be much greater than, and hence swamp, any internal errors. For empirical valida-
tion to be successful, external errors must be eliminated or controlled, and remaining errors must be
quantified. This remaining error can then be fully accounted for in any comparisons between predictions
and measurements. Failure to tackle the difficulties associated with external errors has meant that most
previous empirical validation exercises would have been incapable of revealing the existences of even
substantial internal errors (4).

A methodology for avoiding such problems was devised as part of the joint UK Building
Research Establishment (BRE) and Science and Engineering Research Council (SERC) validation exer-
cise (Lomas (4), Bloomfield (5)). This methodology built on the earlier work of the Solar Energy
Research Institute . (now known as NREL) (3). The approach has been applied successfully by others
(EMC (6), PASSYS (7)) and it was adopted as the basis of the IEA work.

This report describes the background to the lEA project, the management of the work and the
main results. Two associated volumes contain the Empirical Validation Package (8) and the Working
Reports (9). The Empirical Validation Package is intended to enable program users and developers, who
did not participate in this lEA exercise, to evaluate programs of interest to them.

The Package consists of:

(i) a Site Handbook describing the test rooms and the experimental uncertainties;

(ii) a Validation Guide explaining how to use the handbook and undertake the validation;

(iii) a Quality Assurance report which outlines the procedures undertaken to ensure that the data were
high quality; and

(iv) a Data Disk containing hourly measurements of weather data, energy consumption, internal air
and surface temperatures, and external South facing solar irradiance.

The Working Reports (9) document the background to the work and other progressional details.
The main events which occurred during the lifetime of this research are outlined in Table 1.

13. Aims and Objectives

At present few properly documented whole program validation benchmarks exist (10), and even
fewer (perhaps none) have been tested on a wide range of programs. Given this situation, it was decided
that the aims of the lEA work should be to:

(a) develop well documented and well tested empirical validation benchmarks for detailed thermal
simulation

(b) assess the ability of a number of DSPs to predict the performance of a few simple buildings under
conditions reflecting those which exist when used to model real buildings; and

(c) devise and test a strategy for developing empirical validation benchmarks.

It was not an aim of this MA work to try and discover why programs performed well or why they
performed badly in the validation test. Rather, the work was intended to produce a 'snapshot' of the
capabilities of state-of-the-art DSPs when used under conditions which mimic a real design situation.
When programs perfom well, confidence in the predictive abilities will quite rightly have been
increased, and the credibility of the programs will have been enhanced. When programs perform poorly,
it would be appropriate to explore the reasons to ascertain whether aspects of the program need modify-
ing, for example to remove coding errors or to replace algorithms with more appropriate formulations.



Table 2: Criteria for Classifying Data Sets (after Lomas (9))
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Neither was it the aim to ascertain whether a particular program is adequate for a specific design
task. Whether a program is, or is not, adequate, depends on the task in question, and the program user
has to judge this. Clearly, however, a program which performs badly is unlikely to be as useful as one
which performs well. The results of this exercise will assist program users to make such judgements.

Within lEA BCS Annex 21/SHC Task 12, the Building Energy Simulation Tests (BESTEST)
have been developed (13). These are based on inter-model comparisons and seek to expose gross errors
in programs. The tests include diagnostics to identify the faulty algorithms. Inter-model comparisons
based on a commercial building have also been developed in IEA BCS Annex 21/SHC Task 12 (14).

2. REVIEW OF PREVIOUS WORK

2.1. Project Management Strategy

To assist in project planning, the work conducted in IEA SHC Task VIII (Mørck (11)) was
reviewed. This led to important messages about how to conduct empirical validation within an interna-
tional context (9). These may be summarised as follows:

Management Requirement 1:  A strong centralised project management should be responsible for

(a) ensuring that the agreed methodology and time-scales are followed;

(b) interfacing between the data collection team and the modellers to ensure that the same informa-
tion is available to all modellers and that this information is consistent; and

(c) analysing the results.

Management Requirement 2: A thorough review and assessment of acceptable data sets should estab-
lish those which would be suitable as the basis for validation benchmarks.

Management Requirement 3: The initial predictions should be made 'blind', that is, program users
should be unaware of the actual measurements. They should all be given the same detailed information
about the building, the operating conditions and the weather data. The model/data comparisons should
be made by an independent third party, which is not responsible for program predictions.

This requirement led to a 2-Phase empirical validation exercise. In Phase 1, all the predictions
were made blind, compared with the measurements, and the results documented (Section 5). In Phase 2,
the program users were provided with the measured data and encouraged to investigate the reasons for
any discrepancies observed in the blind phase (Section 6).

2.2. Selection of Data Sets
Management requirements 1 and 3 relate to procedure, however, further preliminary work had to

be conducted to comply with requirement 2. This led to the following recommendations concerning the
choice of the data sets.

Data Requirement 1: The data set(s) must be high quality, i.e. fulfill all nine of the criteria given in
Table 2. This was seen as far more important than trying to cover a range of buildings and weather
conditions and, in the process, accepting inferior data.

Data Requirement 2: The data must be available for use both within the IEA project and for subse-
quent use by others.

Data Requirement 3: Ideally, the site from which the data was collected should be active. This would
allow participants to have first-hand experience of the building and the monitoring (which itself would
lead to more accurate use of the programs). Any necessary peripheral investigations could also be
undertaken and extra experiments could be commissioned. Furthermore, the monitoring team would be





Table 4: Details of High Quality Data Sets for Empirical Validation



Table 5: List of Programs and Participants
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available to assist in resolving any uncertainties and ambiguities.

Data Requirement 4: The actual monitored performance of the buildings must not be widely known;
otherwise 'blind comparisons' could not be assured.

These requirements precipitated a wide ranging review and assessment of available data sets. The
existing information, which followed from a previous world wide review (10), was the basis for this
process.

To ensure that the previous survey had not overlooked any recently collected data sets, a new sur-
vey was conducted by distributing a questionnaire to principal researchers in the validation field (see
(9)). Only one additional facility capable of producing high quality data was revealed (Fauconnier et al
(15)) but the data was not immediately available. (This illustrates the lack of research currently being
conducted in the empirical validation field.) Therefore, the 72 data sets identified by the previous
review (10) as being both available and of high quality were examined further (Table 3).

There were potential problems with all the data sets except those from the Energy Monitoring
Company (EMC) rooms (9). These rooms had produced 48 high quality data sets, so a diverse range of
validation tests could be developed (Table 4). The IEA participants therefore selected these rooms as
the basis for their work.

This review highlights two important points.

(i) Whilst data sets may be classified as high quality (see Table 2), they may still not be ideal for a
particular empirical validation exercise. The 9 criteria in Table 2 may thus be seen as the
minimum requirements for data which are to be used for DSP validation.

(ii) There is a need to collect and archive further very high quality data suitable for validating a wide
range of thermal programs.

2.3. Documentation

Most previous validation work has had little benefit beyond the small group of experts directly
involved - primarily due to limited documentation of the validation activities, procedures and results. To
overcome this difficulty a number of documentation requirements were prescribed.

Documentation Requirement 1: The methodology by which the benchmark is conceived must be
clearly stated before beginning the work. Modifications (and reasons for them) should be described and
recommendations about the approach to be used in future should ensue.

Documentation Requirement 2: The benchmarks must contain:

(a) a description of the building and its operating conditions;

(b) the weather data; and

(c) the procedure to be followed when using these for validation.

To facilitate the non-blind phase, the following were needed:

(d) the measured building performance; and

(e) the uncertainties in all the building description and measured data.

The documentation had to be clear and unambiguous and serve the needs of all the modellers
working within the IEA project, as well as modellers who may subsequently use the data for validation.
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3. PROGRAMME OF WORK

3.1. Participants
Initially, the only modellers involved were 6 of the IEA BCS Annex 21/SHC Task 12 participants

who between them planned to run 9 programs. In view of the difficulties of keeping measured results
unknown after completion of this project and the need for such studies to be performed blind, it was
decided to invite other institutions to participate together with the IEA group. All participants agreed in
advance that their results from the blind phase could be published.

Invitations to join the exercise attracted an additional 14 institutions and private companies (Table
5). Most were either skilled users or the authors, vendors or support offices for the programs. In total,
25 results sets were eventually obtained from 17 genuinely different programs (the remaining results
were from alternative versions of some of these; one program, WG6TC, was only applicable to tem-
perature predictions in unheated buildings). The programs originated from 6 different European coun-
tries, with 4 of USA origin plus 1 from Australia, and the program description questionnaire indicated
that they employed a diverse range of algorithms for the key heat transfer processes (Table 6). This
was the most extensive empirical exercise ever undertaken, and it is encouraging to see so many pro-
gram users and authors willing to participate. 10 of the results sets were from research versions of pro-
grams, 13 from commercial programs and 2 from prototypes (Tables 5&6). The feedback from such an
expert group, using a diverse range of programs, helped to produce a complete, unambiguous and
widely applicable validation package. It also ensured that no possible sources of experimental error
were overlooked, in particular, by prompting extensive quality assurance checks (see Section 7.1,
Appx.E and Volume 2, part 3: Quality Assurance Report) and rigorous attention to the treatment of
experimental uncertainty (external errors, see Section 4.4&7.1).

3.2. Management
The UK Building Research Establishment (BRE) directed the empirical validation work, with the

De Montfort University (DMU) team being responsible for communicating with the participants, includ-
ing the operation of a support hotline. Technical matters concerning the datasets were dealt with by the
Energy Monitoring Company (EMC), ensuring the close contact between the participants using the data
and the team responsible for collecting the data. The overall structure of the work programme was
developed jointly by all three of these groups and implemented, with suitable modifications, following
each meeting of the IEA participants (Table 1).

The work programme had three distinct Phases; the later Phases began only when the previous
Phase was completed.

In Phase 1, all the predictions had to be made blind, i.e. without any knowledge of what the
actual measured performance of the EMC test rooms was. The modellers were provided with a detailed
description of the test rooms and the prevailing weather data. The modellers could obtain (from DMU)
any further information they needed consistent with the 'blind' philosophy. Even the team at DMU did
not know what the measured performance was. This prevented the DMU group biasing the results
through their feedback. The issue of quality assurance was highlighted, and procedures were investi-
gated to reduce the likelihood of the modellers making mistakes (external errors).

The Phase 1 conditions mimicked those which prevail when programs are used in a real building
design project, because there was no possibility of modellers manouvering a fit between the measure-
ments and the predictions. The goal of Phase 1 was to produce a 'clean test' of the relative capabilities
of the programs for the specific building and operating conditions.

All participants produced results for Phase 1, and these were documented prior to commencing
Phase 2 (Table 7).

In Phase 2, modellers were provided with the measured data and the estimated uncertainty (exter-
nal errors) in the building description and climate data. This enabled them to refine their predictions,
either because they had made mistakes or because new information about the test rooms (which was
hitherto thought to be unimportant and had not been requested from the hotline during Phase 1) was
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made available. Additionally, modellers could explore the reasons for any divergence between the
measurements and the predictions. This could entail detailed analysis of the empirical validation results,
using analytic tests (e.g. Bland (12)) or diagnostic inter-model comparisons. Modellers were asked to
submit a three page Model User Report (MUR) outlining these studies and the results. They were also
asked to provide new results if appropriate together with any new input files.

During this Phase, further quality assurance checks were undertaken (over and above those cus-
tomarily adopted by the EMC) to make absolutely sure that the rooms were built as described in the
site handbook. This included the dismantling of one room in the presence of an independent observer.

Following this Phase, 7 participants produced new results and submitted these to DMU for plot-
ting and analysis. In all but one case, these differed only slightly from the Phase 2 results, and they
differed because legitimate changes to the input files had been made (Table 7).

In Phase 3 the work was reported, via this final IEA report (Volume 1) and the associated
volumes - the empirical validation package (Volume 2) and the working reports (Volume 3). The final
empirical validation package includes the minor additions, deletions and modifications to the room
descriptions which were circulated to the participants in Phase 1 as a result of requests to the hotline.
The package also contains a diskette of the weather data and the measured thermal performance, and
recommendations about how to use the complete package. These recommendations reflect the experi-
ences gained from using the package in this IEA exercise.

At all stages of the work, all the participants were kept informed of progress, any future plans and
the emerging results (after Phase 1), via a Newssheet. During the course of the work, 14 such
Newssheets were produced (Table 1) (see Volume 3).

33. The EMC Test Rooms
The EMC test rooms were built in pairs, separated by a heavily insulated party wall. The outer

shells are of stud-frame construction covered by plasterboard with a concrete slab floor (Fig. 1). The
monitored spaces are well insulated and extremely well sealed to reduce infiltration to less than 0.05
air-changes per hour. An 'attic' space was less well insulated and poorly sealed so infiltration occurred.
A well insulated ceiling limited the heat flow between this space and the monitored room below. The
rooms occupy an unobstructed site at Cranfield airfield, and have been used in numerous monitoring
projects, primarily for the UK Energy Technology Support Unit (e.g. (6)). The rooms are representative
of typical lightweight UK domestic rooms in terms of the level of insulation, the amount of thermal
mass and the window-to-floor area ratio. However, they stress the solar gain and fabric heat loss
processes because they have very low infiltration rates, a large surface-area-to-volume ratio and no
incidental internal heat gains.

In the IEA work, data from three rooms (rooms 1, 3 and 5) were used for each of two 10-day
periods. In the first period, beginning in October 1987, the rooms were heated by a panel radiator from
06:00 to 18:00 to a set-point temperature of 30°C (Table 8). In the second period, beginning in May
1990, the rooms were unheated (free-floating). In both periods Room 3 housed an opaque panel in the
South facing front wall whereas the other two rooms had (different) glazed facades (Table 8).

The climatic data typically required by DSPs were collected and the thermo-physical properties of
the construction materials were defined. The key building performance parameters measured were the
hourly heating energy consumption and the room air temperature at three levels. Also recorded were the
total hourly South facing vertical solar irradiances on the glazed facade and the temperatures of the
inner surfaces of the floor, back wall and ceiling. The rooms are described in greater detail elsewhere
(8) and in Volume 2 of the IEA report on Empirical Validation.
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4. RESULTS ANALYSIS

4.1. Primary Parameters
Each participant was required to predict the hourly values of the air temperature, the temperatur-

ers of the floor, back wall and ceiling, the South-facing global solar irradiance and, for the heated
rooms (October period) the hourly energy consumption. These data were required for all three rooms in
both weather periods for the last 7 days of the 10-day collection period. Data from the first 3 days was
provided so modellers could pre-condition the programs. Given the large number of participants, this
produced a considerable amount of data. Therefore, analysis concentrated on 4 primary parameters:

• the maximum air temperature during each 7-day period;
• the minimum air temperature during each 7-day period;
• the total heating energy consumption (October period); and
• the total south-facing global solar irradiances in each 7-day period.

Because 25 sets of results were available, they could be analysed, either by comparing the programs in
an inter-model comparison exercise, or, by comparing each program with the measurements - an empiri
cal validation exercise. The large number of results did, however, preclude detailed scrutiny of all the
hourly results by DMU. The individual modellers were expected to do this themselves for their own
program in Phase 2.

4.2. Differences in Predictions
When programs are used for designing buildings it is often more important that they predict the

changes in building performance which will occur as a result of a design alteration, or to predict the
difference between the thermal performance of a proposed design and a 'reference' design, than that
they produce accurate predictions of absolute performance. The correct prediction of these differences
or trends is important to ensure that any design changes drive the building towards the desired objective
- usually that it is more energy efficient or less likely to overheat.

For the heated (October) period therefore, the predicted differences in energy consumption
between the opaque and double glazed buildings have been compared with the measured values. Simi
larly, the predicted differences in the peak air temperature has been compared with the measured
differences for the free-floating (May) period.

Within the time scales of the IEA project it was not possible to resolve the theoretical issues sur-
rounding the calculation of the total uncertainty (experimental plus modelling) for difference analyses.

4.3. Hourly Results
The hourly predictions of all the required parameters were produced in the same consistent for

mat. These could therefore be readily analyzed by modem computer based statistical and visualization
packages, in this case PV-Wave (16) was chosen. Simple statistical measures were used to quantify the
differences between the measurements and predictions:
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The last three statistics provide alternative measures of the overall agreement between the meas-
ured and predicted values, whereas the first three are spot values.

The hourly energy consumption during the seven 12-hour heating periods was evaluated in this
way for the October period, along with the hourly internal air temperatures for the whole seven day
May period.

4.4. Dealing with Uncertainty
The above comparisons do not take account of the inherent uncertainty in the measured perfor-

mance of the rooms or the data describing them which are entered into the programs (external errors). It
is crucial to account for these in order to assess whether the divergences between a program and the
measurements are likely to be due to this inherent uncertainty or to internal error(s) in the program
combined, perhaps, with mistakes made by the program user.

Much effort was therefore directed towards sensitivity analysis. Ideally, the sensitivity analysis
should be undertaken for each program, however, within the time-scales of the IEA exercise this was
impractical and so the DMU group estimated the total uncertainties with just one program - SERI-RES.
For all but SERI-RES, the total uncertainty bands are therefore only estimates. However, because
SERI-RES requires program users to specify some highly uncertain parameters (in particular window
U-value and internal and external surface coefficients), the total uncertainty was likely to be greater,
rather than smaller, than that which would be appropriate for most other programs. The uncertainty due
to measurement errors was added to the total for the SERI-RES input parameters.

Initially, the uncertainties were based on those used in earlier UK work (6). During Phase 2 of
the exercise, participants pointed out other sources of uncertainty (see Section 6.2), which had not
already been accounted for. Although these had a very small influence, they were subsequently incor-
porated in the total uncertainty calculation. They have also been incorporated in the final version of the
Validation Package (8). The total uncertainties shown in this report include the contributions from all
these sources (Table 9).

The total uncertainties in each of the prime parameters of interest were estimated using the Monte
Carlo Analysis (MCA) technique (Lomas and Eppel (17)). In MCA all the uncertain inputs to a pro-
gram must be assigned a definite probability distribution. For each simulation one value is selected at
random for each input based on its probability of occurrence. For inputs with uncertainties which are
normally distributed, values near the modal value are more likely to be selected than extreme values.
The predictions produced by this unique set of input values are saved and the process is repeated many
times, using a different and unique set of inputs on each occasion. Upon completion many values of
each predicted parameter will have been obtained and these will have a particular distribution. Subject
to certain assumptions about the input uncertainties and the program, the values predicted for a particu-
lar output parameter (p) will have a distribution close to normal. Thus, the total uncertainty in the
predictions may be expressed by the standard deviation (s):
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An estimate of s can be obtained after any number of simulations and the accuracy of this estimate can
be determined using the χ2-distribution to calculate a confidence interval around s (e.g. (18)). The
accuracy of s depends only on the number of simulations undertaken and not on the number of uncer-
tain input parameters. Irrespective of the number of inputs and outputs to the program, only marginal
improvements in accuracy are obtained after 60 to 80 simulations. Nevertheless, the analysis was under-
taken with 100 simulations.

Since all the inputs are perturbed simultaneously the method can fully account for any interac-
tions between the inputs and, in particular, any synergistic effects. It is not necessary to assume that
the effects of the inputs are superposable: any non-linearities in the input/output relationships are fully
accounted for. The obvious disadvantage is that, because the inputs are varied simultaneously, the sen-
sitivities of the predictions to the individual input parameter changes are not divulged.

Additional Differential Sensitivity Analysis studies were undertaken for a few parameters which
became important in Phase 2; these were included in the total uncertainty bands (see Section 7.1).

The total uncertainties are such that if the predictions of a DSP lie outside the upper and lower
error bounds there is a very high probability that there are 'internal' errors in the DSP.

Most of the external uncertainty (total error) bars are not centred around the measured values.
This is because a number of the parameters have error bars which are not centred around the nominal
(basic) values specified in the Site Handbook (see Volume 2). For example, the glass was specified as
absolutely clean, whereas in fact it could have been dirty (reducing the solar transmission) - it could not
have been cleaner. The error bars include any contribution from measurement errors and the effects of
temperature stratification during the unheated periods (see section 5).

The range for the upper to the lower error bound represents about 2.33 s. For the 7-day energy
consumption in the double glazed heated room (Room 3), this range was -6% to +10%. This is close to,
but larger than the value which had been calculated previously using differential sensitivity analysis
(DSA) by the EMC. Similar results, but slightly larger for MCA rather than DSA, have been observed
before and, in this study the uncertainty bounds have been further enlarged by including uncertainties
due to parameters not previously included (e.g. relative humidity, stratification, diffuse solar radiation
measurements and additional edge and corner effects) (Table 10).

5. PHASE 1: BLIND COMPARISONS

5.1. Management
A detailed 'Validation Package' was distributed which consisted of: a description of the test

room; a diskette of the measured weather data; a description of the simulations to be undertaken, the
format in which the results were to be presented, and a program description questionnaire (8). The
predictions required from the participants were the hourly values of the air and surface temperatures,
the heater power input and the south-facing vertical solar irradiance. These data were required for all
three rooms in both weather periods for the last 7 days of the collection period. The measured building
performance data was retained by the EMC, not even the DMU team had access to the data; thus the
exercise was truly 'blind'.

The program users were asked "to model each of the three rooms in as much detail as the simula-
tion program will allow" (Validation Guidebook). To help achieve this, a direct "hotline" to DMU was
established in order that all the modellers could immediately resolve any uncertainties which they
encountered. All enquiries and the responses were logged.

To ensure that all the modellers had access to all the relevant information a newssheet was circu-
lated. This listed all the current participants, the significant hotline enquiries made, and the responses
given. The newssheet exposed a number of subtle modelling aspects which some of the participants had
clearly not appreciated - it therefore proved to be a useful learning tool. In all, 7 Newssheets were pro-
duced during the 12 month duration of the blind phase of the work.

A small number of errors was revealed in the Site Handbook and the Validation Guide. The most
significant, for Phase 1, was that during the October period, Room 5 was specified as containing 1.5m 2
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of single glazing, whereas in fact it had 0.75m 2 of double glazing. This has been rectified in the final
version of the Site Handbook (8). The predictions in this case were therefore made for a single glazed
room, so they could not be compared with measured values. However, they were still used as an inter-
model comparison. Weaknesses in the data included missing relative humidity data for the October
period. It also proved necessary to construct hour-centred weather data (from the ½ -hour-centred data
originally provided) for some programs. The uncertainties introduced by these factors (and others
identified during Phase 2) were incorporated within the total uncertainty band describing all the external
errors (Section 4.4).

A time-table was defined, so that the modellers were given a similar opportunity to produce the
best possible results from their programs. Each modeller submitted the first set of results to the DMU
team along with the input files which they created and a completed proforma describing the key
features of their program.

The onus was on the modellers to conduct appropriate quality assurance checks (9); however, the
DMU team also inspected the input files to uncover any obvious errors. They fed the results of this
inspection back to the modellers. Many of the errors uncovered were minor, however, in two or three
cases serious modelling errors had been made. Careful data checking by program users is clearly essen-
tial to ensure the quality of DSP predictions.

Following the feedback, most participants sent a second and final set of results to the DMU team,
and it is these results which form the basis of the Phase 1 analysis and which are discussed in Section
5.2.

It was not possible for the authors/vendors of TAS (EDSL) and ESP+ (ASL Sterling) to partici-
pate in quite the way that is described above. In the case of EDSL, because they had previously worked
with EMC using data from the test rooms, and so they may not have been considered to be working
'blind'. In the case of ASL Sterling, they did not have sufficient resources to participate at the time. To
ensure that these important UK programs were included, DMU provided an initial set of input files and
the first set of results for each program. These were then sent to the vendors for them to check the files
and correct any errors. The two vendors then sent a second and final set of results to the DMU team (in
the case of ESP+, no hourly results files were obtained). Thereafter these two programs were treated in
the same way as the other 23.

This two stage process sought to reduce to a minimum the possibility that input data errors
remained. Thus, any differences between the predictions and the measurements are very likely to be
due to the programs themselves. If, however, despite these checking procedures, the skilled users could
not produce error free input descriptions for a relatively simple building, then it is suggested that the
input data structure of the program and/or the in-house quality assurance procedures should be
reviewed.

5.2. Phase 1 Results
All the participants produced results for Phase 1 of the exercise, however, following their Phase 2

investigations, six participants felt that a small number of legitimate changes to their input files should
be made (see Section 6). In this report the Phase 2 results from these 7 programs are clearly identified
(see below), to distinguish them from the corresponding Phase 1 results from the other programs. It has
been argued that the Phase 1 results should be ignored for those programs where Phase 2 results were
produced (i.e. BLASTv3.01v1143, HTB2v1.2, SERI-RESv1.2, SUNCODEv5.7, TASv7.54, TSBI3v2.0,
and WG6TCv1992). However, counter arguments include:
• in Phase 1 all programs were tested under the same conditions and with the same information

available to all participants;
• only in Phase 1 were the programs tested in a way which precluded (fortuitous) maneuvering of

the input data by program users;
• only in Phase I did the conditions mimic those which prevail in a design situation - it is the per-

formance under these conditions which is of most interest to potential users; and
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• One of the objectives of the study was to obtain a snapshot of program performance under realis-
tic 'blind' conditions. All participants agreed in advance to the publication of Phase 1 results.

In this section therefore, Phase 1 results are shown for all programs including those for which Phase 2
results were subsequently submitted. To avoid any misunderstandings, however, the latter are identified
in all the plots throughout the report, either by using an open rather than a hatched bar in bar charts, or
by placing an * in the legend. Where the programs are mentioned in the text or in tables, italics are
used.

The primary parameters predicted by each program, plus the measurements and the error bands
around the measurements can be found in Appendix B. These are plotted in Figures 2, 4, 6 and 9. The
results of the simple statistical analysis used to quantify the differences between the measurements and
the predictions is also included in Appendix B. Typical hourly profiles of air temperature and energy
consumption are also produced (Figures 5 and 8).

5.2.1. Heated Rooms
Results for the total seven-day energy consumption for the October 1987 period, when the rooms were
heated to 30°C during the day, are given in Figure 2. A number of features are worth highlighting .
(a) Seven of the programs produced predictions which lay within the error bands for the opaque room

and eleven for the glazed room. Four programs (3TCv1.0, APACHEv6.5.3, CLIM2000v1.1 and
HTB2v12) are within the bounds for both cases. This illustrates that accurate program perfor-
mance under one set of conditions cannot always be taken to mean that the program will perform
well under different circumstances.

(b) Even for the completely opaque room, the predictions of the programs vary significantly (from
83MJ to 131MJ, i.e. by about 47% of the mean value, 103M3). This is only marginally less than
the percentage range for the room with the double glazed window (51%) and for the room
modelled with single glazing (50%). Given such a wide variation, it is impossible for the predic-
tions of more than about 8 programs to fall within the 99-percentile uncertainty bound around the
measured values, irrespective of what the actual measured values were.

(c) It is worth noting that the average result for all the programs is between 13% (Room 3 - opaque)
and 15% (Room 1 - double glazed) lower than the measured value and outside the estimated error
bounds. Possible reasons for this underprediction are explored later (e.g. section 7.2).

Considering the predictions for the savings in energy consumption which are made due to having south
facing double glazing (Room 1) rather than an opaque room (Room 3), a number of observations can be
made (Figure 3).
(d) The average saving predicted by all the programs is very close to the actual measured savings.
(e) The predictions of 3TCv1.0, APACHEv6.5.3, ENERGY2v1.0, TRNSYSv13.1 (Brussel) and

TRNSYSv13.1 (BRE) were within about 1% of the measured energy savings. For the last three
named programs this occurs because the absolute energy predictions were underpredicted in a
consistent fashion in both Room 1 and Room 3.

(f) The predicted energy savings vary considerably, from a low of 11% for TSBI3v2.0 to 40% for
ESP+v2.1. Ignoring the TSBI3v2.0 results, for which Phase 2 results were produced, the variabil-
ity is from 13% for HTB2v1.10 to 40%. The measured saving was 24%.

The results for the maximum and minimum temperatures predicted in the three rooms for the same
period are given in Figure 4.
(g) The programs predict minimum temperatures in the opaque room which vary by about 4°C. In the

glazed rooms the predicted peak temperatures vary by 11°C, or from 3°C to 14°C above the set-
point. Such large ranges are worrying as the programs are often called on to predict peak tem-
peratures in real design studies.

(h) In general, the programs under-predicted the minimum room air temperature and no program pro-
duced maximum and minimum temperatures which were always within the estimated error bands.
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Irrespective of the type of South facing facade, the hourly predictions during each day of the October
(heated) period showed similar behaviour, this is illustrated in Figure 5.
(i) All the DSPs predicted a more rapid rise in the air temperature at the start of the heating period

than that which was actually measured (e.g. Fig.5b). The DSPs also predicted a faster decrease in
the air temperature at the end of the heating period; DEROBv1th exhibited the most extreme
divergence of this type; the predictions of APACHEv6.5.3 and HTB2v1.10 (and HTBv1.2) were
the closest to the measurements.

(j) Because the programs predicted a rapid rise in the air temperature, the set-point was reached ear-
lier (in one case 3 hours earlier) than was in fact the case (Fig.5b). As a result, the predicted
power output from the heater tended to decline much more rapidly than the measured power out-
put (Fig.5c). This could be caused, in part, by the assumption, in the programs, that the room
heater and controls are ideal, whereas in fact they have associated time lags and delays (8). These
control issues alone may not, however, explain the large differences between the measured and
predicted total energy consumptions (Fig.2).

(k) During the middle of the heating period, during periods of high solar gains (Fig.5a), the actual
room seems to make greater use of the gains (the power demand is very small) than the programs
assume (for which the heating demand is greater). During the last four hours of the heating
period, the programs predict much lower power demands than was actually measured (Fig.5c).

(1) This general tendency to underp redict the heating demands (after the initial start-up phase) also
occurred in the opaque room and is the main reason for the lower total energy consumption pred-
ictions of the programs.

(m) The statistical analyses (Appx.B, Table B2) indicate that APACHEv6.5.3 and 3TCv1.0 gave the
closest overall agreement between the measured and predicted hourly heating energy values for
both the double glazed and opaque cases. The BLASTv3.0 results showed good agreement for the
double glazed room, and the SUNCODEv5.7 results for the opaque room. For both the double
glazed and the opaque rooms, DEROBvIth and TRNSYSv13.1 (UWISC and Brussels) showed
marked differences from the measurements.

5.2.2. Free-floating Rooms
The results for the maximum and minimum air temperatures during the 7-day free-floating May period
are given in Figure 6. The following aspects are worth noting.
(a) For all 3 rooms the program WG6TCv1992, which was still under development, produced results

which were significantly different from those of the other programs and from the measurements
(Figs. 6a, 6c, 6b and Appx. B). The Phase 1 results for WG6TCv1992 are ignored in the observa-
tions which follow (Phase 2 results are shown later).

Considering initially the temperatures in the glazed rooms (Figs.5a,c, 6b and Appx.A, Table A2), the
following observations may be made.
(b) Even ignoring WG6TC, the predicted peak temperatures in the double glazed room varied by

8.6°C, in the single glazed room the range was 7.9°C. Most of the values were lower than those
measured and outside the estimated uncertainty bands. The predicted minimum temperatures were
less variable (less than 3°C). Two of the programs (ESP+v2.1 and ESPv6.18a) predicted both
maximum and minimum temperatures inside the estimated error bands for both glazed rooms
(Figs. 6a and 6c).

(c) For the double glazed room, DEROBvIth generated peak temperatures and hourly temperature
trends which were markedly different from both the measurements and the other predictions; the
SERI-RESvl 2 results suggest a phase shift (Fig.8b).

Considering the hourly temperature predictions (Figure 8), the following may be noted.
(d) The hourly temperatures predicted by WG6TCv1992 and DEROBv1th are considerably higher than

the values predicted by the other programs.
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(e) The values predicted by 3TCv1.0, APACHEv6.5.3 and HTB2v1.10 are lower than those of most
of the other programs. This is reflected in the lower maximum temperatures which they predict
(Figure 6).

Reflecting now on the results for the opaque room (Fig.6b and Appx.B, Table B3), the following can
be noted.
(f) Eleven programs predicted both maximum and minimum temperatures for the opaque room which

were within the error bars. This represents much better performance than for the glazed rooms
(Fig.6b). Overall, the deviations from the measured values were smaller than for the glazed rooms
(Appx.B, Table B3).

(g) In the opaque room, BLASTv3.01v1143 produced a higher peak temperature (Fig.6b) than the other
programs (except WG6TCv1992), and the predictions of CLIM2000v1.1 and the ESP programs
were noticeably lower. Overall, these programs differed from the measurements noticeably more
than did the other programs (Appx.B, Table B3).

The differences in temperature between the peak air temperature in the double glazed room and in the
opaque room are shown in Figure 7a. A similar plot for the differences between the temperature in the
single glazed room and the double glazed room is shown in Figure 7b. The following observations can
be made.
(h) All the programs correctly predicted that the peak temperatures would be higher in the double

glazed room than the opaque room (Fig.7a).
(i) The predicted amount by which the maximum temperature in the double glazed room would

exceed that in the opaque room varied from 9.8°C (HTB2v1.10) to 17°C (DEROBv1th); a range
of 60% (compared to the average predicted temperature increase).

(j) Two programs (ESP-rv7.7a and DOE2v1E) predicted a maximum temperature increase in the
double glazed room, compared to the opaque room, which was within 1°C of the actual measure-
ment (i.e.14.2°C). A further six programs (BLASTv3.01v1143, CHEETAHv1.2, CLIM2000v1.1,
ESP+v2.1, TASEv3.0 and TRNSYSv13.1 (UWISC) were within 2°C of the measurements.

(k) The maximum air temperature in the single glazed room was measured to be only 1.6°C higher
than in the double glazed room. All except six of the programs correctly predicted the trend
towards higher temperatures in the single glazed room.

(1) Eleven program/user combinations predicted the higher temperature in the single glazed room
within 1°C of the actual measured increase. They were DOE2v1E, ENERGY2v1.0, ESPv6.18a,
ESP-rv7.7a, HTB2v1.10, S3PASv2.0, SERI-RESv1.2 and the 4 TRNSYS results.

5.23. South-facing Solar Irradiances
(a) The South facing solar irradiance predictions for the October period, when the sun was lower in

the sky, and the sky conditions were changing rapidly, were more variable than in the May period
(Fig.9).

(b) In the October period, most programs tended to predict total irradiances which were less than the
measured values. (This cannot therefore explain the general under-prediction of heating energy
consumption). All together, 11 programs produced predictions for the October period which
were within the estimated error bands.

(c) The hourly plots (Fig.5&8) and the statistics (Appx.B, Table B4) illustrate the marked divergence
of HTB2v1.2, SERI-RESv1.2 and SUNCODEv5.7 and, to a lesser extent, BLASTv3.01v1143,
CHEETAHv1.2, ESPv6.18a and HTB2v1.10, from the measurements.

(d) For the May period, all the programs predicted values within the estimated error bands.
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53. Discussion of Phase 1 Results

53.1. Inter-model Variability
Before considering the actual measurements it is worth discussing just the variability in the pred-

ictions between the programs. The causes of this variability could be:
(a) remaining errors made by the program users.
(b) ambiguities in the descriptions of the rooms provided, leading to substantial differences in the

way the same aspect was modelled in different programs; or
(c) fundamental differences in the algorithms and sub-models employed by the DSPs.
The first two causes are external errors, the last one covers internal errors. They are discussed in turn.

The likelihood that errors by program users are having a significant effect on the results was
minimised by making sure that highly skilled users were ultimately responsible for producing the results
and/or conducting the quality assurance checks on the inputs (section 5.1), in a short all the possible
steps to avoid user errors. It is worth noting however, that if such errors do remain it is likely that they
would also exist in a real design situation when less rigorous data checking may take place, the build-
ings will be more complex and tight (commercial) time pressures will exist.

The likelihood of ambiguities in the room descriptions and data was minimised by the provision
of a hotline. This ensured all the modellers had immediate access to any information which they
believed necessary in order to resolve uncertainties. The newssheets also ensured that all participants
were made aware of any further information.

Some programs will be sensitive to relative humidity, which was not measured during the October
period. Also, some programs required hour-centred weather data, rather than the ½-hour-centred data
originally provided. For the October period, the original 5-minute data was not available, so the hour-
centred data had to be constructed by interpolation; this led to some smoothing. The effect of both of
those factors is small (section 6.2), and affects only a handful of programs. These factors explain only a
small part of the observed inter-model variability in the results.

The foregoing arguments suggest that some of the inter-model variability may be due to remain-
ing external errors, but that most of the variation is much more likely to be due to fundamental internal
calculation differences between the DSPs. Some features of the observed variability add further
credence to this proposal. The variation between the results obtained for some programs, but with
different operators and different version numbers, is much less than the variation between all the pro-
grams. Furthermore, all the users of one program predicted broadly similar performance. For example,
for the heating energy in the double glazed room, the range for all programs was 48%, but all 3 ESP
results lay below the average from all 24 programs (the range between the 3 results was 17%), as did
the four TRNSYS results (range 20%). The two BLAST results were above the mean (range 12%), as
were the two HTB2 results (range 12%). The two SERI-RES results straddled the mean (range 12%).
These programs also produced broadly similar performance in the other two heated cases. The remain-
ing differences (i.e. 12% to 20%) could be due to differences in the program version and/or user effects.
This issue should become clearer following Phase 2.

53.2. Comparisons with Measurements
The general tendency of the programs to under-predict the heating energy relative to the measure-

ments inevitably led to the suspicion that there was a basic flaw in the description of the test rooms, as
a result of which the program users might have been led towards modelling a room which had an
overall heat loss rate which was less than that of the actual rooms. If this was the case, one would
expect the programs to predict internal temperatures which were generally higher than the measured
temperatures. In fact, in both the heated period (at times when solar gain drove the temperature above
the setpoint) and in the free-floating period, there was a tendency for the programs to under-predict the
internal temperatures. Despite this contradiction, the quality assurance procedures undertaken by the
EMC team were reviewed and further tests undertaken; these entailed:
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• decommissioning and partly dismantling one room; and
• measuring the heat-loss coefficient (UA-value) of one room.

The dismantling of the room was witnessed by DMU so that independence from the test cell
operator EMC could be assured. The purpose of dismantling one room was to check that the
specification given in the Site Handbook matched that of the actual rooms and, most importantly, to
ensure that all the insulation was dry and in position (see Validation Package, Quality Assurance
report). This process did not reveal any faults in the construction of the moms. In other words, they
were constructed as described in the Site Handbook.

Overall, the available evidence at the end of Phase 1 is that differences between many of the pro-
grams and the measurements (that exceed the error bands) cannot be explained by experimental errors,
which have gone undetected. Nevertheless, the overall UA-value of the test cells was calculated whilst
Phase 2 of the exercise was underway , and further sensitivity analyses were also undertaken to account
for the small additional experimental uncertainties which were identified by modellers during Phase 2.
(The error bands used here for the analysis of the Phase 1 results include these additional small uncer-
tainties.)

6. PHASE 2: NON-BLIND INVESTIGATIONS

6.1. Management
The primary purpose of Phase 2 was to give all participants the opportunity to explore the reasons

for any divergence between the predictions of their programs and the measurements. To facilitate this,
all program users were sent a diskette containing all the data actually measured in the rooms during
both periods, namely: the air temperature at three levels, the temperature of the floor, back wall and
ceiling, the South facing vertical solar irradiances, the heater power input (October period only) and the
roofspace and floorspace temperatures. The participants were asked to provide a three page report
explaining their investigations. They were invited to:
• explore the reasons for any divergence between the predictions and the measurements;
• undertake sensitivity analyses with their own programs;
• provide a new set of predictions where modifications to the room descriptions or the program had

been made;
• comment on the IEA empirical validation exercise; and
• provide further descriptive information about their program.
It was hoped that these reports would permit improvements to be made to the Validation Package, and
that they would also help the formulation of recommendations about the conduct of future validation
exercises. They would also help in directing program development work by highlighting perceived areas
of weaknesses in the current generation of DSPs. The participants were given about four months to
undertake this work.

The modeller's reports were submitted to the DMU team who checked each report to ensure that
the information was clear, complete and logical. The feedback to each participant sought only to clar-
ify such ambiguities. No attempt was made to direct or constrain the arguments they contained except
where the contents were demonstrably factually incorrect. Model User Reports (MURs) were obtained
from 11 participants (Table 7), and the final versions of all reports are reproduced in Appendix F.
Seven new hourly results sets were obtained. Four of the modellers used exactly the same program ver-
sions as in Phase 1. An updated version of BLAST (v3.01v1143 -> v3.01v1203) was used to produce the
Phase 2 results. The WG6TCv1992 user corrected a coding error for Phase 2, and a slightly modified
version of TASv7.54 was used (Table 11).
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6.2. Refining Uncertainty Bands
The error bars originally produced in Phase 1 had been estimated using SERI-RES and a list of

uncertain inputs taken from previous work (6). Some participants felt that these bars may have been
inappropriate for their particular program. Therefore, a table of the estimated uncertainties in all the
important program input parameters (24 in total) was circulated. This was intended to enable the pro-
gram users to calculate the error bars with their own programs. Only one participant (using TASEv3.0)
attempted such an analysis (see Appx.F7).

Other participants identified areas in which they believed the information supplied in Phase 1 was
either incorrect, deficient or more uncertain than the management team had originally thought. The
important points, which impact on the analysis of program performance are:
• at any time, the air temperature varies throughout the room;
• the edge and corner effects had been underestimated;
• the relative humidity data was either missing (October period) or possibly inaccurate (May

period); and
• the solar radiation data were inconsistent.
The uncertainty in each of these aspects was estimated (Appx.D), and the impact of the individual
uncertainties on the primary parameters was estimated (for each room and weather period) using
Differential Sensitivity Analysis (DSA). Because SERI-RES does not utilize relative humidity to calcu-
late external longwave radiation (i.e. is completely insensitive to it) ESP was used in the DSA for this
parameter. All these individual sensitivities were added to those already calculated (section 4.4) to pro-
duce the total uncertainty bands. (The largest increase in the total uncertainty occurred for the max-
imum temperature in the double glazed heated room, where the error band width changed from 3.2°C to
4°C. For all other parameters the change was either zero or very small). It is these updated bands which
have been plotted throughout this report (including section 5 which dealt only with the Phase 1 results).

The refined list of uncertainties for all parameters (Table 9) has been incorporated in the Valida-
tion Package (see Volume 2 of this final IEA report). The issues raised by the model user reports are
summarised in section 7 of this report, along with the results of the salient sensitivity analyses. Each of
the points is discussed in greater detail in Appendix D.

6.3. Phase 2 Results
New, Phase 2, results were produced for all the 6 cases for BLASTv3.01v1203, HTB2v1.2, SERI-

RESv1.2, SUNCODEv5.7 and TSBI3v2.0,. TASv7.54 results were produced for the double glazed and
opaque buildings. For the unheated, free-floating buildings results were obtained from WG6TCv1992.

The new results were produced by the participants for a number of reasons (Table 11). These
were mostly because there were legitimate reasons for modifying the original Phase 1 input files, either
because mistakes had been made or because the room modelling could be improved upon.

In the heated rooms, for all the programs except BLASTv3.01v1203, the new Phase 2 results
differed only slightly from the original Phase 1 results. For example, in the double glazed room the
energy consumptions changed by less than 5MJ, and in the opaque room by less than 16MJ. For
BLASTv3.01v1203, the changes were much larger, resulting in energy consumption predictions which
were up to 36MJ lower than for Phase 1.

For the free-floating cases, the new results for BLASTv3.01v1203 and WG6TCv1992 differed most
noticeably, e.g. a reduction of 8°C in the maximum temperature predicted by WG6TC during the May
period.

The results of Phase 2 have been plotted in the same way as for Phase 1 (Figures 10 to 17). In all
these figures the new, Phase 2, results replace those produced in Phase 1. The programs for which
Phase 2 results exist are identified throughout (see section 5.2).

Overall observations are made following the style adopted for Phase 1 (section 5.2). These change
very little even though some individual results have changed.
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6.3.1. Heated Rooms

(a) The overall variability in the heating energy consumption for the opaque room improved from
47% to 40% compared with Phase 1. For the glazed rooms it remained unchanged at about 50%.

(b) One more program, making 8 in all, predicts energy consumptions within the error bands for the
opaque rooms, the number of programs within the error bands for the double glazed room
remains unchanged at 11. Now six programs (3TCv1.0, APACHEv6.5.3, CLIM2000v1.1, SUN-
CODEvS.7, TAS7.54 and TSBI3v2.0) produce results inside the error bands for both rooms.

(c) DEROBv1th and all versions of ESP and TRNSYS tend to predict energy consumptions which are
lower than the measurements and, particularly in the opaque room, noticeably lower than the
predictions of the other programs. A possible explanation for the performance of DEROB and
TRNSYS is discussed later (section 7.2).

(d) The variability in the predicted energy savings (due to substituting double glazing for an opaque
wall) has changed very little. In addition to 3TCv1.0, APACHEv6.5.3, ENERGY2v1.0,
TRNSYSv13.1 (Brussel) and TRSNSYSv13.1 (BRE), two more programs, SUNCODEv5.7 and
TSBI3v2.0 now also produce predicted savings within about 1% of the measured value.

(e) The inter-program variation in the maximum and minimum temperatures is the same as for Phase
1. One program, TSBI3v2.0 now produces maximum and minimum temperatures which are within
the estimated error bands for both rooms.

(f) The only noticeable difference between the hourly results produced in Phase 1 (Fig.5) and the
Phase 2 plots (Fig.13) is that the phase shift in SERI RESv12 is now less marked.

(g) The statistical analyses (Appx.C, Table C2) indicate that now, for both the opaque and double
glazed rooms, the closest overall agreement between the hourly measured and predicted heating
energy values are produced by: 3TCv1.0, APACHEv6.5.3, BLASTv3.01v1203, SUNCODEv5.7 and
TASv7.54. In the opaque room, TSBI3v2.0 also performed well in this regard.

6.3.2. Free-floating rooms
(a) The results for the program WG6TCv1992 for the opaque room are considerably improved com-

pared to those which were obtained in Phase 1, but still slightly higher. They are now closer to
those obtained by the other programs. The improvement arises because a coding error was found
in the program and corrected (and not because the input data was changed). The search for the
error was prompted by the poor Phase 1 performance in this exercise (the error had not been
revealed by previous tests).

(b)

The hourly results for WG6TCv1992 (and DEROBv1th) are still noticeably different from the
measurements and the results of the other programs (Fig.16). These differences are reflected in
the higher maximum air temperatures predicted by these two programs (Figs.14a&c).

(c)

The inter-program variation of the predicted maximum temperatures in the glazed rooms is the
same as that for Phase 1: 8.6°C in the double glazed room and 7.9°C in the single glazed room.
Ignoring the results for WG6TCv1992 and DEROBv1th the ranges become: 6.3°C for the double
glazed room and 6.2°C for the single glazed room.

(d)

The minimum temperatures in the glazed rooms (with or without the WG6TCv1992 and
DEROBv1th results) varied by the same amount as in Phase 1, i.e. 2.5°C in the double glazed
room and 2.1°C in the single glazed room.

(e)

Two programs, BLASTv3.01v1203 and ESPv6.18a predicted all but one of the maximum and
minimum temperatures to within the error bands. ESP+v2.1 predicted maximum and minimum
temperatures within the error bands for the two glazed rooms.

(f)

In the opaque room (with or without the WG6TCv1992 and DEROBvIth results) the maximum
temperatures varied by 2.8°C and the minimum temperatures (ignoring WG6TCv1992) by 2.4°C.

(g)

In Phase 1, 11 programs predicted both maximum and minimum temperatures in the opaque room
which were within the estimated error bands. Following Phase 2, this increased to 15 programs.
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Only 6 programs, WG6TCv1992, HTB2v1.2, CLIM2000v1.1, DEROBv1th, ESP+v2.1 and ESP-
rv7.7a failed to produce predictions of the maximum temperature within the estimated error
bands.

The differences in the maximum temperature between the double glazed and opaque room are shown in
Figure 15a with the corresponding plot for the difference between the single glazed room and the dou-
ble glazed room in Figure 15b.
(h) As for Phase 1, all the programs correctly predicted that the temperatures in the double glazed

room would exceed those in the opaque room. The same two programs (ESP-rv7.7a and
DOE2v1E) predicted temperature differences within 1°C of the measured difference (i.e. 14.2°C).
In Phase 1, 7 programs produced predictions within 2°C of the measured differences, following
Phase 2 a further four programs (WG6TCv1992, TSBI3v2.0, TASv7.54, SERI-RESv1.2 were within
2°C of the measurements.

(i) All the programs except 5 correctly predicted that the temperatures in the single glazed room
would exceed those in the double glazed room. The same eleven program / user combinations as
in Phase 1, plus the new TASv7 54 results, were within 1°C of the measured temperature
difference (+1.6°C). The predictions of CLIM2000v1.1 and TASEv3.0 differed markedly from the
measured value and the predictions of the other programs.

6.3.3. South-facing Solar Irradiances
(a) As for Phase 1, all the programs predicted values which were within the estimated error bands for

the May period.
(b) In addition to the 11 results from Phase 1, two more programs produced results within the

estimated error bands for the October period (SER1-RESv1.2 and SUNCODEv5.7).
(c) The hourly predictions produced in Phase 2 by HTB2v1.2, SERI-RESv12 and SUNCODEv5.7 are

in much closer agreement with the hourly measured values than was obtained in Phase 1
(Figs.13a, 16c).

7. ISSUES RAISED BY MODEL USER REPORTS
Prior to drawing conclusions about the performance of each program it is necessary to examine

thoroughly some of the points raised by the model user reports (MURs). These are all contained in
Appendix F. The points raised fall into two main categories:
• experimental uncertainty, and
• modelling issues.
These two areas are discussed in detail elsewhere (Appendix D) so it is only necessary to present an
overview here.

7.1. Experimental Uncertainty
Some of the model user reports questioned the reliability of the experimental data which were

provided. The concerns raised cover.
• overall simplifications in the building specification (F11);
• reliability of room fabric heat loss characteristics (F10);
• uncertainty in relative humidity data;
• reliability of solar radiation data; and
• uncertainty in air-temperatures.
Each of these is addressed in turn in this section.

As part of the effort to reduce the impact of inter-user variability, and to reduce the likelihood of
user errors, the rooms were described (Vol. 2) by a series of tables and diagrams rather than by the
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original constructional/working drawings. This approach meant that some features, deemed to be ther-
mally unimportant, were either omitted or simplified. Wherever specific instances of this were
highlighted in the MURs, the issue was considered and where necessary sensitivity analyses were con-
ducted to assess the thermal consequences of the simplifications. It was concluded that no thermally
significant data had been omitted (see Appendix D).

As noted earlier (section 5.3.2) decommissioning studies indicated that the rooms were built as
described in the Site Handbook (minor simplifications excepted). Nevertheless, the accuracy of the
material properties and the estimates of the edge effects, was questioned.

As a further check, the overall heat loss rate (UA-value) of the opaque room was calculated from
the results of steady-state heating (co-heating) trials conducted at the same time as the October heating
period used for the validation. (A detailed description of this investigation is given in Appendix E).
The trials enabled 10 measurements of the overall UA-value to be made. These gave a consistent result
of 10.94 W/K±5%, i.e. 10.39 to 11.49 W/K. The value calculated using the data in the Site Handbook
and standard CIBSE values for surface coefficients and air-gap resistances was 10.13 W/K.

In the co-heating trials the internal air temperature was constant at around 30°C. The conduc-
tivity of the insulation would therefore be greater than the standard 'book' value quoted in the Hand-
book. After accounting for this, the calculated UA-value was 10.55 W/K with an uncertainty of -7 to
+8%, i.e. the value lies between 9.81 and 11.39 W/K. The measured and calculated UA-values are
therefore, to within the accuracy of the measurement and experiments, in very good agreement. This
adds further support to the proposition that the thermal properties of the rooms were as described in the
Site Handbook and certainly could not explain the differences between measured and average predicted
values.

Neither the measurements of the UA-value nor its calculation is exact, so small differences
between actual thermal characteristics of the rooms and the characteristics deduced from the Site Hand-
book could remain. However, these differences must be small. In this regard it was noted (by modell-
ers, and in the Site Handbook), that the preferential heat loss through corners and edges could be
slightly greater than that which was already accounted for in the Site Handbook description. (This
could account for the 4% difference in the calculated and measured UA values). To account for this, a
large positive uncertainty was introduced in the calculation of error bands. (The error bands shown in
this report take this effect into account). The Site Handbook (Vol. 2) contains the updated edge/comer
effect corrections.

The lack of relative humidity data for the heated period will add uncertainty into the predictions
of some of the programs, e.g. ESP and Tas, (which use it for calculation of long-wave radiation to the
sky-vault), for other programs (most of those used in the IEA exercise) it will have no impact on pred-
ictions (the programs do not use it). To account for this omission, a very large uncertainty was intro-
duced for this parameter (for both the heated and unheated periods). The consequential uncertainty in
predictions was estimated using ESP and included in all the error bands shown in this report.

The accuracy of the solar radiation data has been questioned. The technical issues surrounding
this matter are complex. However, there is no reason to suppose that any of the measurements are in
error by more than the uncertainties originally quoted and used in the generation of the error bands.

Finally, it was suggested that the uncertainty attributed to the measured room air temperature and
the heater set-point temperature was too small. This suggestion arises because virtually all the pro-
grams assume that the room air is at the same uniform temperature, whereas, in practice, it varies with
location. The attributed measurement uncertainty was therefore reviewed and in the case of the max-
imum and minimum temperatures (primary prediction parameters) increased. The error bars plotted in
this report include these increased uncertainties.

Overall, none of the investigations into the experimentation, either by the EMC, DMU or the
numerous participants in the IEA exercise, have identified any serious omissions. A small number of
additional areas of experimental uncertainty, which had not been identified prior to undertaking the
exercise, have been exposed, but these have been fully accounted for in the error bands used in this
report (and tabulated in the Site Handbook, Vol. 2).
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7.2. Modelling Issues
Modelling issues are defined here to cover aspects of the experimentation which could not be

modelled accurately by the programs. It may be argued that, because these features cannot be
modelled, the experiment represents an unfair test of the program's performance. However, an alterna-
tive, and probably more relevant view is that, provided the features are real thermal phenomena which
actually occur in the buildings which the programs address in practice, it is legitimate to evaluate per-
formance when these phenomena operate. Should the programs fail to perform well because they
ignore the phenomena then this could correctly be interpreted as a weakness of the program which
ought to be rectified. The relevance of predictions for a test room to real building analyses is discussed
in section 10.
The main issues raised cover:
• dynamics and output of the heater;
• internal surface convective heat transfer, and
• internal air movement and stratification.
The heater characteristics were typical of those used in domestic UK buildings and were fully described
in the Site Handbook. The heaters used a mix of radiant and convective output and had associated time
delays due to their inherent thermal inertia. Few of the programs could model the dynamics and some
could not model a heater with radiant output (Appendix A). Both of these factors must be viewed as
limitations of the programs. The inability to model radiant output is the most serious and is likely to
lead to under-prediction of heating energy demands. Programs which appear to have 'convective only'
heater models are: DOE2v1E, CHEETAHv1.2, DEROBv1th, ENERGY2v1.0 and TRNSYS (Appendix
A). The programs tended to underpredict the energy consumption of the rooms. The modelling of
heater dynamics is probably less important, at least for the prediction of total heating energy demand
(e.g. Appendix F10).

The users of ESP-r v7.7a and ESP+ v2.1 have shown that by using high values for the internal
convective heat transfer coefficients (7Wm -2K-1) the models produce heating energy results which are
much closer to the measurements. However, at least one other program, TASv7.54, uses the same
default Alamdari and Hammond equations (19) for internal convection and yet produced results much
closer to the measurements than ESP and, in Phase 2, within the error bars. Most other programs use
convection values around 3Wm -2K-1(for vertical surfaces) and most were closer to the measurements
than ESP. All considerations based on the experimental regime, the theoretical basis of the Alamdari
and Hammond equations, and internal convective heat transfer measurements at the EMC site, suggest
that abnormally high coefficient values are unlikely to be appropriate.

The TASv7.54 user (Appendix F3) originally suggested that the air in the unheated room may
consist of a circulating outer loop around a relatively stagnant inner core. More detailed 3-dimensional
CH) analyses by DMU did not support this highly idealised view for the heated period (Appendix D),
however, the analysis did show more rapid air movement around the walls than in the middle of the
room. The temperature measurements themselves corroborated the temperature gradient of 2°C between
ceiling and floor predicted by the CFD analysis (Appendix D). No CFD analyses have been conducted
by DMU for the unheated periods; however, the characteristics of the room response and the 3 vertical
temperature measurements are broadly in line with the circulating outer loop and slower moving core
hypothesis proposed in Appendix F3.

The importance of this issue is still a matter of debate. On the one hand stratification is a well
known phenomena in real buildings as is the occurrence of rising plumes over emitters and down drafts
close to windows. The real question, however, is the extent to which these phenomena may be having a
disproportionately large effect in the small test rooms compared to real buildings. At present, this ques-
tion cannot be answered.

One thing that is apparent is that, although none of the programs consider internal air flow in
detail, a number of them produce predictions of individual primary prediction parameters which are
close to the measurements and a small number perform well for the whole range of comparisons (sec-
tion 8). This may be fortuitous, on the other hand, a more obvious explanation is that air circulation
details do not need to be considered in order to produce reliable predictions for the test rooms.
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Hopefully this is indeed the case, otherwise the thermal analysis of many buildings will become much
more complex because detailed air flows must be modelled. In real buildings, fragile convective air-flow
patterns can easily be disrupted by furniture, occupants, draughts etc. The relationship between the test
rooms and real buildings is discussed further in section 10.

8. PROGRAM PERFORMANCE
Some general observations have already been made about the performance of the programs on

various, individual tasks - predicting energy demands, energy savings, maximum and minimum tem-
peratures etc. (section 6.3). In Table 12, an indication is given as to whether the primary parameters
predicted by the programs were inside or outside the error bands. It can be seen that none of the pro-
grams produced predictions within the estimated error bands for all 12 of the primary parameters. It is
equally clear however that some programs perform much better than others.

Even though the predictions of a number of programs fell outside the error bounds for a particular
test, the values produced by some of these programs are much closer to the measurements than the
predictions of the others. This is illustrated for the primary parameters in Figures 10, 12 and 14, and
for the hourly values by the statistics given in Tables C2 and C3 of Appendix C.

8.1. Comparisons with Results from Other IEA Studies
Within IEA BCS Annex 21/SHC Task 12 benchmarks based on inter-model comparisons have

been developed based on simple hypothetical buildings. An extensive range of Building Energy Simu-
lation Tests (BESTEST) (13) based on domestic scale buildings and similar tests based on a commercial
building (14) were developed. The IEA participants conducted numerous simulations for each of these
buildings. The buildings, climatic conditions and operating modes were quite different from the condi-
tions prevailing during the empirical validation experiments. It is, nevertheless, worth comparing the
results from the EMC rooms with those obtained in these studies to see if any general trends emerge.

8.1.1. BESTEST Results
Eight of the programs which participated in the empirical validation exercise had also participated

in the parallel IEA inter-model comparison study to develop Building Energy Simulation Tests,
BESTEST. The BESTEST work used weather for Denver for a whole year, and the buildings were
heated by a warm air system and, in most cases, natural infiltration at 0.5ach -1 occurred (13).

One of the BESTEST buildings (Case 600) had only a modest amount of thermal mass and South
facing double-glazing, similar to the EMC room 1. The comparison of the heating energy demands
predicted for the two situations (Fig. 18) reveals some interesting similarities.
(i) The overall variability in the predictions (from the highest to the lowest predictor) is about 30%

for both buildings.
(ii) There is a broad measure of agreement in the rankings of 7 of the 9 programs (shown by regres-

sion line). The two programs not following the trend are DOE2v1E/D and ESP-rv7.7a/8.1a. The
discrepancy for DOE2v1E/D is consistent with the difference between heater type assumed in
BESTEST and that installed in the EMC rooms (see Appendix F2).

(iii) In both cases ESP v6.18a predicted results which were lower than those of the other programs,
this phenomenon was in fact observed in nearly all the BESTEST cases. (In the final BESTEST
report the ESPv6.18a results were not used. Instead results from the later release ESP-rv8.1a
were adopted. For BESTEST case 600 ESP-rv8.1a predicted similar results to ESPv6.18a).

(iv) In both tests, TASEv3.0 and SERI-RESv1.2 tended to predict higher values than most of the other
programs. This phenomenon also occurred for many of the other BESTEST cases.

(v) The other ESP results do not clearly follow the overall trend, possibly because different versions
were used. However, ESP-rv8.1a did not predict much lower values than the other programs in
the BESTEST work.
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These observations lend further support to the proposition that some of the divergence amongst the
results obtained in the EMC test rooms is due to inherent differences in the programs and not due to
important 'external errors' either in the experimental design or introduced by the program users.

8.1.2. Commercial Building Results
Six of the programs which participated in the empirical validation exercise were also used to pro

duce results for the hypothetical commercial building . This was a 3 zone building , consisting of
'offices' facing North and South with a corridor between. This module was assumed to be surrounded
on all sides by similar modules. The rooms had modest thermal mass, double glazing and were heated
by a warm air system in winter and cooled by ventilation in summer. The systems were ideal, i.e. ade-
quately sized with instantaneous response. The building was simulated for a whole year using Denver
weather data (14).
(a) The predicted annual heating energy demands for the South facing room show a similar ranking

to that obtained in the empirical validation exercise (shown by the regression line).

(b) The heating energy demands predicted by ESPv6.18a for the South facing room were, as in the
empirical comparisons, much lower than the results from the other programs. This result adds
further support to the proposition that ESPv6.18a predicts heating energy demands which are
lower than those predicted by other programs.

(c) As in the BESTEST work, ESP-rv8.1a produced a lower heating energy consumption prediction
than all the other programs.

(d) As in the BESTEST work, SERI-RES v1.2 predicted higher results than most of the other pro
grams.

Again, these results are broadly consistent with those obtained in the empirical validation exercise. It
seems very unlikely therefore, that the poor performance of ESPv6.18a and ESP-rv8.1a can be attri-
buted to particular features of the empirical validation experimentation.

9. INTERPRETING THE RESULTS
In principle, the interpretation of the empirical validation results is quite simple. Once predic-

tions fall outside the error bands then the probability that the result could be due to uncertainties in the
experimentation (an external error in the experiments) is so small (in this case about 1%) that it is rea-
sonable to assume that the program predictions are in fact incorrect. For this interpretation to stand it is
essential that all sources of experimental uncertainty have been identified and correctly accounted for.
In practice, it is never possible to be absolutely certain that this is the case, however, provided that all
the significant error sources have been accounted for, any minor effects will be unimportant. In the
IEA work we can be confident that all significant experimental error sources have been accounted for.
(i) The experiments, simulations and analyses were undertaken by groups with considerable expertise

in this area.
(ii) The experiments were the subject of close scrutiny by by peer review committees when they were

originally conducted. They were also the subject of careful examination by the Annex 21/Task
12 participants.

(iii) The experimentation has been the focus of attention by all (25) IEA participants, most of whom
are themselves knowledgeable in this area.

(iv) All possible quality assurance checks have been undertaken and documented and were open to
scrutiny; none revealed any shortcomings which were not ultimately accounted for in the experi-
mental data analyses.

In short, the IEA experiments stood up to critical and widespread reviewing by experts in thermal
modelling and validation.

Poor predictions can either be due to inherent weaknesses in the program (internal errors) or alter
natively mistakes by the program user, such as inaccurate modelling or input data blunders (i.e. external
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errors introduced by users). These error sources are very hard to eliminate, because the data input
requirements of DSPs are onerous and diverse and because, for many programs, the data input interface
is cumbersome. (Considerable work is under way around the world to rectify this situation). In the
IEA exercise however, every effort was made to avoid this form of error.
(i) Experts, vendors or authors were asked to produce predictions whenever possible.
(ii) The importance of accurate modelling and quality assurance checking was emphasised to all par-

ticipants.
(iii) A second Phase enabled users to rectify any mistakes or to improve their modelling procedures.
In short, every effort was made to eliminate this source of external error. This effort, together with the
broad agreement with the IEA inter-program comparison work (Section 8), would indicate that all
significant influences which the program user may have, have, as far as possible, been eliminated, and
that the predictions obtained are a true reflection of the program performance itself. If such user errors
remain, then they are also likely to exist when other, less skilled, operators employ the program, under
the time constraints of a real design situation. It may be that the manuals, help facilities, user interface
structure (which is part of the program) is underdeveloped. Here the division between what is an inter-
nal source of error, and what is an external source of error, becomes blurred.

The foregoing arguments indicate that there is only a small possibility that some important exter-
nal errors remain. One should therefore be suspicious of any predictions which lie outside the error
bands. In this regard, it should be noted that no program predicted inside the error bands on all occa-
sions. Those programs for which predictions consistently fall well outside the error bands and, as such,
perform less well than other programs, can reasonably be taken as being in error. Programs in this
category can be identified from section 8.

There are a number of possible reasons (internal errors) which may cause programs to perform
badly.
(i) They omit sub-models or algorithms for thermal processes which are important.
(ii) They contain inappropriate algorithmic assumptions.
(iii) They contain coding errors.

Using information from this IEA exercise alone it is difficult to identify which of these sources of error
are causing problems for a particular program. However, it has been noted (Appendix F8 and F2) that
TRNSYS and DOE cannot model heating systems with a radiant or part radiant source, this is an inter-
nal error of type (i) above. Other programs, ENERGY2v1.0, CHEETAHv1.2, and DEROBv1th also
appear to be weak in this regard (Appendix A). This fact may limit the range of applicability of these
programs.

Assumptions are made by all the programs and in fact they may be difficult or impossible to
avoid. Common assumptions made by all the DSPs are that: conduction is one-dimensional and room
air is perfectly mixed (i.e. at a uniform temperature). Many assume no heater/control dynamics and
that surface heat transfer coefficients are constant. Other assumptions are program specific, for exam-
ple, a few need data on night-time cloud-cover for calculating night-time radiation loss to the night sky.
In general this is unavailable so assumptions (usually that the daytime cloud-cover persists during the
subsequent night) have to be made. Thus, assumptions are made in all programs, and not necessarily
because the authors wish to over-simplify, rather that other circumstances (lack of data, need for reason-
able solution times, etc) may enforce it. Assumptions which have been explored within the empirical
validation exercise cover, for example, diffuse sky radiation distribution (Appx.Fl, F11), external
longwave radiation modelling (Appx.F3), the use of simplified convection algorithms (Appx.F6, F10,
Fl1) and heater characteristics (Appx.Fl, F2, F4, F6, F8).

One benefit of empirical validation is that it tests the combined effect of all the algorithmic
assumptions made in a program. Inter-model comparisons and analytic tests do not usually test the
appropriateness of algorithmic assumptions. Thus they do not 'pick up' internal errors of type (ii)
above. It is for this reason that programs which have previously done well in such tests may
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nevertheless perform badly in a rigorous empirical validation exercise. The only way problems of this
type can be identified is by focused, algorithm level, comparisons between program predictions and
measurements (see section 12).

Coding errors are the most obvious form of internal error. It is generally accepted that such
errors must exist in large computer programs, it is an inevitable consequence of the complexities of the
programming task. It is when these errors cease to be benign and begin to have a noticeable impact on
predictions that they are of concern.

Coding errors are rather difficult to isolate by empirical validation alone because they are com-
pounded by internal errors of type (i) and (ii). However, errors of this type were revealed in
DOE2v1D, ESPv6.18a, an earlier version of TASE and TRNSYSv12.1 by the complementary IEA
BESTEST work. Some programs performed reasonably well in the empirical validation exercise whilst
others, which used many of the same algorithmic assumptions, performed rather poorly. This suggests
the existence of critical, but as yet unidentified, coding errors in some programs. In particular, the per-
sistent under-prediction of heating energy demands by ESP is a source of concern.

It is interesting to consider the interpretation which should be made when programs produce good
results. Some possibilities are:
(i) the program contains no internal errors;
(ii) any internal errors which do exist are benign, for the particular conditions being tested; and
(iii) internal errors exist but they are counteracted by other, compensating internal errors.
In practical terms, for the situation tested, it does not matter which of the above possibilities is true.
Provided the experiment reflects the situation in which the program will actually be used, its credibility
will have been, quite rightly, increased for this situation. The problem is defining the 'situations' to
which the experimental validation is applicable (see section 10). When used beyond this realm of
applicability, any internal errors may no longer be benign or counteracted by other compensatory errors.
It is for this reason that validation has to be seen as a continuing process, in which programs are tested
under wide ranging, different, but relevant, conditions (see section 12).

The IEA empirical validation exercise has however produced a snap-shot of the capabilities of
many programs, for a particular set of circumstances. It has identified some programs which are highly
likely to contain significant internal errors but it has provided limited insight into the type or source of
the error. Other tests, such as the IEA BESTEST (13) or algorithm level empirical validation tests are
needed to do this. The exercise has also identified programs which performed better than the rest and,
as a result, the credibility of these programs has, quite rightly, been enhanced.

10. RELEVANCE TO REAL BUILDINGS
The implications of the results of an exercise such as this, for the design of real buildings, can

easily be misinterpreted. The key issues concern:
• the programs and the way they are used; and
• the relationship between the test rooms and 'real' buildings; and
• the importance of other issues besides program accuracy.
Throughout this work care has been taken to identify correctly the versions of the programs being used,
and via the program questionnaire (Appendix A) to obtain an idea of the way it was being used (some
programs provide alternative ways of modelling the same physical process). Although some programs
produced roughly the same performance despite different versions being used (e.g. ESP, TRNSYS), this
was not the case for BLAST (in Phase 2). Therefore it may be dangerous to extrapolate the results of
this exercise to other program versions and modelling options. The empirical validation package
(Volume 2) will help users to evaluate different versions of programs. Ultimately it would be beneficial
if DSP users had a battery of tests to hand so that new programs/new versions of an existing program,
or new ways of using a program, could be rapidly evaluated prior to proceeding with real design work.
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The test rooms themselves were chosen to be a good compromise between the needs for realism
and experimental accuracy (control of external experimental errors). They deliberately stress fabric heat
transfer issues whilst avoiding the vaguenesses of internal gains and infiltration. Because fabric heat
gain and loss is an essential feature of all buildings, the programs which performed well in the IEA
study are likely to predict this aspect well for real buildings. Thus, confidence in their predictive abili-
ties for real buildings should, quite rightly, be increased.

Conversely, programs which performed badly should be treated rather more cautiously. It may be
that internal gains, plant operation and ventilation dominate the performance in a particular building
(e.g. in the case of commercial buildings) in which case fabric conduction inaccuracies will be less
important. Alternatively fabric issues may dominate in the real building, for example in passive solar
house design, in which case programs which performed badly in the IEA exercise should be used with
caution.

In practice, issues other than accuracy may also influence the choice of the program to be used.
Usually, practitioners use only the program(s) they have available. When this is not the case there is a
variety of factors which may influence the choice. Some examples are:
• the modelling capabilities of the program (e.g. can it model HVAC, complex geometries, complex

occupancy schedules);
• the ease of data input (e.g. graphical input, menu options);
• the availability of climate or material databases;
• the clarity of data output (graphs, charts, etc.); and
• the speed with which a solution is obtained.
It is also the case that using a DSP can help to generate a better intuitive feel for the thermal behaviour
of a building.

It is self-evident that if the predictions are wrong, these other features are of limited worth. Ulti-
mately, it is the accuracy of the result which determines the final building design and its thermal perfor-
mance. It is this aspect for which thermal modellers are responsible and for which they may be legally
liable.

11. REFLECTIONS ON EMPIRICAL VALIDATION
This IEA exercise was the largest program validation exercise ever undertaken. It involved many

of the leading modellers from around the world and so it is worth reflecting on the exercise to try and
extract pointers to the way future empirical validation should be undertaken.
(i) It is important to realise that empirical validation is extremely hard to do well, much harder than

other forms of validation (such as inter- model comparisons or analytic tests). For example, even
ignoring the experimental design and data collection, the data analysis and general management
of the exercise took around two years. Additionally, each of the participants will have devoted
between about 7 and 21 man-days in order to run the programs.

(ii) The results of empirical validation exercises are likely to attract considerable attention. Particu-
larly when, as in the IEA exercise, the data collection and analysis is conducted by a neutral third
party with the program authors/vendors/experts producing blind predictions. The results are of
great interest because (a) they address the 'bottom line' issue - how well can the programs predict
what will actually happen? and (b) well designed and managed validation exercises are rare
(because of their cost and technical complexity).

(iii) The above points mean that empirical validation should only be attempted after effort has been
expended on the planning stages: the choice of experimental design; the methods for managing
the flow of information between the participants; and the approach to analysing the results.

(iv) Good experimental design demands experience in the field. It has to be linked to sound error
analysis. Experimental work is hard to do well. When predictions and measurements diverge, it
is usually the experimentation which becomes the focus of attention, and experimental errors or
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mistakes are sought. This is particularly so when divergent results are obtained for programs
which are thought to be reliable, even when other programs are demonstrating good agreement
with a dataset.

(v) It is very difficult to ensure that all possible sources of experimental error have been identified
and correctly accounted for. The widest possible consultation with experts in the field is valuable
to assist in critically appraising the experimentation.

(vi) The IEA participants were unanimous in recommending that well designed empirical validation
work should be undertaken in two phases. The first phase being conducted blind, i.e. without
knowledge of the actual measurements, and the second phase being open, i.e. with all available
measurements being given to the modellers.
The first phase gives 'added value'. It can provide a clear, clean snap-shot of program capabili-
ties when used in a similar way to that which is adopted for real design problems. It can identify
programs which are in error and the possible areas of weakness. The ambiguities which can be
introduced when modellers are able to fit predictions to measurements are avoided. With such a
scheme it is important that all modellers are given similar and adequate time in which to make
their predictions and do their analyses.

(vii) If a blind validation exercise is attempted it is recommended that a feedback mechanism is set up
to assist in resolving problems. The use of a hotline (which must provide a rapid response) and
newssheets is one approach. All the IEA participants who chose to comment, felt this was a good
approach.

(viii)Only one participant felt that the method of describing the experimental conditions was unsatis-
factory. Others felt that it matched the needs of the programs very well. All the IEA participants
agreed that it is a good exemplar of how to document a building which is to be modelled by ther-
mal programs. (The IEA BCS Annex 21/SHC Task 12 site handbook is provided in Volume 2 of
this final report).

(ix) There was general agreement with the practice of estimating the total uncertainty in the experi-
mentation and the measurements using either Differential Sensitivity Analysis (DSA) or Monte
Carlo Analysis (MCA). In practice, the MCA approach has tended to give slightly wider, and
hence more conservative - which is desirable, error bars. It is important to ensure the error bars
account for all possible sources of uncertainty. This can be complicated when only one program
is used to estimate the error bars against which many programs will be assessed. The uncertainty
calculated using the particular program should, as in this exercise, be supplemented with uncer-
tainties due to factors which the chosen program does not address.

(x) The total uncertainty in the IEA experiments is indicative of that which will be obtained in care-
fully designed experiments in passive moms. The total uncertainty for 10 day heating energy was
about 16%. This was much less than the range 40% between the program predictions. Well con-
ducted empirical validation experiments can therefore provide a powerful test of thermal pro-
grams and can identify programs which are in error.

12. FUTURE EMPIRICAL VALIDATION NEEDS
In broad terms data for empirical validation can be divided into two categories:
(i) Data for whole model evaluation, sometimes called system level data (3). The IEA dataset is a

good example of this.
(ii) Data for evaluating individual algorithms, sometimes called mechanism-level data (3). The South

facing vertical solar irradiance data in the LEA data set is an example of this.
Whole model data is particularly useful for testing programs as part of a program accreditation process
and mechanism-level data has an important role as part of a program development process.

It is possible (as in the IEA work) to collect data of both types in a single experiment. However,
it may well be the case that algorithms can be more effectively tested using specialised experiments
which do not necessarily reflect realistic building geometries and operating conditions. For example,
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shortwave radiation algorithms can be tested using just a vertically mounted pyranometer. Algorithms
which are currently felt to be in need of improvement by further experimental work include those cov-
ering:
(i) internal convection and air circulation;
(ii) external convection; and
(iii) glazing systems.
Work on internal air circulation and glazing algorithms is currently under way in the UK.

Concerning whole model evaluation, the IEA work has, to a large extent, covered single-zone,
direct-gain buildings in a heated or unheated mode. Work elsewhere, such as in the EC PASSYS pro-
ject (7), has also generated data of this type. Further insight may be gained from using data from a
room heated by a purely convective source. The air could also be gently stirred so that conditions more
closely match the perfectly mixed assumption adopted by most programs. This may, however, intro
duce other problems, such as atypical surface convection.

Data sets collected from real domestic scale buildings and office modules are likely to be of
wider interest. In such buildings it is much harder to eliminate or control sources of experimental
errors/uncertainty, and many previous attempts at such work have, for this reason, proved unsatisfactory.
Using the lessons learned in test room studies (such as this IEA work), it may be possible to refine the
design of such experiments to avoid the types of costly failures which have been observed in the past.
Full-scale domestic buildings would stress the algorithms describing: fabric; solar gain; thermal storage;
ventilation; and, to a modest extent, internal casual gain algorithms. A non-domestic building would
place greater emphasis on internal gain and plant modelling capabilities.

13. CONCLUSIONS

13.1. Empirical Validation Procedures
(a) The empirical validation work in IEA BCS Annex 21/SHC Task 12 was the largest exercise of its

type ever undertaken. It included virtually all the major detailed thermal simulation programs
(DSPs) currently used within the member countries, and some from non-member countries. All
were used by either the program developers, vendors or an expert user.

(b) High quality measured data sets were identified and a tightly documented specification for five
empirical validation benchmark tests was produced. This was tested by applying it to 25 different
combinations of DSP and user. The benchmarks have been refined and documented for use by
others. The document is an exemplar of how to describe empirical validation benchmarks.

(c) It is recommended that a well designed empirical validation exercise should be undertaken in two
Phases. The first phase being conducted blind, i.e. without knowledge of the actual (measured)
building performance, and the second phase being open, i.e. with all the available measurements
being given to the modellers.

(d) The inclusion of a blind-phase gives added value to an empirical validation exercise. It can pro
vide a clear, clean snap-shot of DSP capabilities and under conditions which mimic those which
exist when programs are used in a real building design context. A blind phase may also indicate
aspects of programs which are weak.

(e) In Phase 1 of the IEA exercise, the program users had available to them any information which
they felt was necessary to avoid misinterpretation of the specification and errors in the program
input data. This was achieved by the provision of a telephone and fax "hotline". A mechanism
for providing such information is recommended if a blind validation exercise is attempted.

(f) In any centrally managed, multi-participant, validation exercise, all participants should be pro-
vided with the same information. In the IEA exercise, this was achieved by circulating a
Newssheet. As far as possible, all participants should be placed under the same time constraints.
This avoids any bias. These time constraints should not, however, preclude accurate use of the
DSP.
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(g) The methodology of firstly establishing base-case results and then accounting for the total experi-
mental uncertainty was accepted by all participants. In the IEA exercise Monte-Carlo analysis
was used in conjunction with SERI-RES to estimate this total uncertainty. This was supple- .
mented by Differential Sensitivity Studies to ensure that all known sources of experimental uncer-
tainty were accounted for. It is time consuming and difficult to identify, and account for, all pos-
sible sources of uncertainty which may exist in an empirical validation experiment.

(h) Any empirical validation exercise should ultimately make the measured data available to the pro-
gram users so that they can explore, and hopefully understand, the reasons for any divergence
between the predictions of their program and the measurements. This was Phase 2 of the IEA
work.

(i) In Phase 2, many participants undertook sensitivity analyses to determine the consequences of
alternative algorithms and modelling techniques. Issues of particular significance in this work,
and which are likely to be important in similar exercises, included: external longwave exchange
modelling, internal surface convection and air movement, heater dynamics, and edge and corner
heat losses.

(j) Complex statistical techniques, such as time-series or cross-correlation analysis, were not
employed in this exercise, partly because the duration of the exercise precluded this and partly
because sufficient insight was gained without them.

13.2. The lEA Empirical Validation Package

(a) The test rooms used in the IEA study were selected after a thorough review of the available
sources of validation data. The rooms were a good thermal compromise between the needs of
realism and experimental accuracy. The benchmarks produced can be used to assess the reliabil-
ity of programs for predicting the heat transfer through the building fabric. This is an essential
aspect of the thermal analysis of virtually all buildings.

(b) The collection of data for empirical validation is expensive and time-consuming. Quality
assurance checks should be undertaken to ensure that the data is reliable. The rooms used in the
IEA exercise were the subject of close scrutiny by those managing the exercise and by the partici-
pants. The quality assurance checks included: decommissioning one room, measurement of a
room heat loss coefficient, and periodic room matching trials. All the quality assurance checks
indicated that the rooms were built exactly as described in the site handbook.

(c) It is difficult to identify all the sources of experimental uncertainty, and to estimate the magnitude
of these uncertainties. In Phase 2 of the MA exercise the uncertainty attributed to edge and
corner effects, the relative humidity data, and the air temperature variations, were questioned.
The initial estimates were, therefore, revised and used to calculate the total (experimental) uncer-
tainty. It is reasonable to assume that all significant sources of experimental error have been
accounted for. The uncertainties are included in the IEA Empirical Validation Package.

13.3. Program Performance

(a) The IEA empirical validation exercise has provided a snap-shot of the capabilities of the current
state-of-the-art in thermal modelling of buildings. It has provided an indication of the variability
in program predictions, indicated those programs which perform reasonably well and those which
do not, and succeeded in identifying weaknesses in some DSPs.

(b) In both Phase 1 and Phase 2 the programs predicted seven-day energy consumptions for two sim-
ple single-zone buildings which varied by around 50% of the mean value. The predicted energy
savings, due to replacing an opaque south facing surface with a double glazed window, varied, in
Phase 2, from 13% to 40%. The predicted peak air temperatures in these rooms varied by 11°,
which was between 3°C and 14°C above the thermostat set-point.

(c) In the unheated glazed rooms the predicted peak air temperatures varied by 7.9°C to 8.6°C
(depending on the glazing type). All the programs correctly predicted that the peak temperatures
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in the double-glazed room would exceed those in the opaque room. However, the predicted
increase in peak temperature varied from about 9.5°C to 17°C. These variations were the same
for both Phase 1 and Phase 2.

(d) The variability and rank ordering of the program predictions for the heated rooms was similar to
that observed in the complementary lEA inter-model comparison exercises. This, together with
other considerations, indicates that the predictions obtained are a true reflection of the perfor-
mance of the program, i.e. when the influence of the program user has, as far as possible, been
eliminated.

(e) Comparisons between the Phase 2 predictions and the actual measurements indicate that: six pro-
grams predicted heating energy consumptions to within the estimated total uncertainty band for
both rooms; 1 program predicted both maximum and minimum temperatures in the two heated
rooms to within the total uncertainty bands; but no programs predicted the maximum and
minimum temperatures in all three unheated rooms to within the uncertainty bands.

(0 The heat output from the test room heaters had a large radiant component. The tendency for some
programs to underpredict heating energy demands is consistent with the assumption, which is
inherent in some programs, that the heater output is purely convective.

(g) Some programs produced predictions which fell outside the total uncertainty bands on a number
of occasions. It is reasonable to assume that these programs contain 'internal errors'. Since the
rooms stress the algorithms concerned with modelling fabric heat flows, and since these flows are
present in virtually all buildings, caution should be exercised when using such programs to assess
the performance of real buildings.

(h) These results are specific to the particular building and climate conditions tested, and so they
should not be taken as indicative of the programs' performance in general. However, the test
rooms do stress the algorithms describing fabric heat flow, which is a feature of virtually all
buildings. The consequences of any errors in the predictions need to be assessed by careful con-
sideration of the purpose for which the performance assessment is being undertaken. Ideally, a
more rational approach to risk assessment should be developed.

13.4. Future Work

(a) It is apparent that, whilst some programs perform reasonably well, others are not as good.
Developers and vendors should make full use of the validation benchmarks which already exist to
ensure that their programs are as reliable as possible, and that the limitations of their program are
fully understood and made clear to potential users.

(b) This exercise has shown that it is possible for thermal programs to be evaluated in a reliable and
unbiased manner, whilst involving the program authors and vendors. It indicates that an indepen-
dent program accreditation system could be developed. Such a system would be valuable to
enhance the credibility of thermal modelling in general and to give users confidence in the abili-
ties of specific programs.

(c) It may be useful to complement this study with one which is characterised by convective heating
and well-mixed zone air. The issues of internal convection and air circulation, particularly over
poorly insulated (glazed) surfaces, may also be fruitful areas for future research.

(d) The LEA exercises, and other recent work, indicates that there is a general consensus about how
empirical validation should be undertaken and about how to collect reliable data. A few groups
exist which are capable of gathering such data. It may, therefore, be plausible to obtain empirical
validation benchmarks from whole, multi-zone buildings. This would be a difficult but valuable
task and enable the accuracy of whole model predictions for such buildings to be tested for the
first time.
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Appendix A - Features of Participating Programs

Al Survey of Program Features
During Phase 1 of the exercise participants were asked to complete a brief survey form to

describe the features of the programs they were using.
Subsequently, a second and more extensive survey form was submitted (see Newssheet No.8, included
in Volume 3: Working Reports), to try and capture much more detail. This survey was also conducted
for the programs participating in the development of the IEA 21B/12C Building Energy Simulating
Tests (BESTEST).
In addition to providing a good description of the participating programs, the information could also
make it possible to identify any relationships between the key features of the programs and their predic-
tive capabilities.

A2 List of Features
All the participants completed the brief Phase 1 form, 16 of the 17 distinctively different pro

grams were described in the survey forms completed during Phase 2 (Table Al).
It has not been possible to carefully check the absolute accuracy of these entries, although the IEA par-
ticipants have been encouraged to check the entries for their own programs.

A3 Notes to Table Al
1. In the table, the filled symbol indicates that the option used in the IEA Empirical Validation exer-

cise. Additional open symbols indicate other options which are available within the program but
which were not used.

2. Where the term 'fixed' is used to describe an option it implies that a quantity is fixed within the
program code. 'U-spec' denotes that the value is fixed during the simulation but specified by the
user. 'Calc' means that the program calculates the appropriate value, once or periodically
throughout the simulation.



TABLE Al Features of the participating programs
Part (a): General Information, zones and control temperature



TABLE Al Features of the participating programs
Part (c): Glazing and solar processes
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Appendix C - Results and Statistics for Non-Blind Predictions - Phase 2

Cl Primary Parameters
The predictions for the primary parameters predicted by each program are given in Table Cl,

along with the average for all the Phase 2 predictions. The measured values and the estimated 99per-
centile uncertainty band are also given.

C2 Hourly Statistics
The same statistics were used as for the Phase 1 comparisons (see Section B2). The results are in

Tables C2, C3 and C4.
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Appendix D - Issues Raised in Model User Reports

Dl Introduction
Many of the Model User Reports (MURs) questioned the reliability and appropriateness of the

experiment on which this IEA exercise was based.
(i) Reliability of the data; and
(ii) Modelling issues.
These issues are discussed in this Appendix.

D2.1 Reliability of the Data
Uncertainties in the information which was supplied to modellers can be divided into two

categories: uncertainties in the description of the buildings and uncertainties in the measured (e.g. cli-
mate) data which was supplied to operate the models. A vital distinction separates the two types of
data. We can, if necessary go back to the rooms and check any details which might be in doubt. This
is unfortunately not the case with the climate data, where the given uncertainties have to be accepted.

Fortunately, none of these uncertainties need compromise the conclusions of a well conducted
empirical validation test. Techniques exist for establishing the impact of uncertainties from all sources,
thus allowing firm conclusions to be drawn from an experiment.

D2.2 Overall simplifications within the building specification
The data in the handbook describing the buildings was presented in two forms: drawings of the

rooms, and tables of surface areas, constructions and material properties. In principle modellers could
have been supplied only with drawings, and left to input these into each model. Thermal properties
could have been obtained by each modeller from the reference sources which he or she normally uses.
This approach might be considered preferable to the one adopted, in that it would test the model in a
more realistic way, under conditions which are even closer to those occurring in a real design applica-
tion. In the IEA exercise, however, the aim was to reduce to a minimum the likelihood that (external)
user errors would significantly influence the results. Therefore, a decision was made not to make model
users take details from drawings, or thermal properties from diverse sources.

Inevitably, simplifications were introduced in the process of presenting the information from the
drawings. Decisions were made to omit certain features of the room construction. These decisions
were based on a mixture of experience and the results of previous sensitivity studies.

Sensitivity analyses by DMU (using ESPv6.18a) showed that the simplifications to the building
description identified by some participants (Appx.F3, Fl1) which included the large uncertainty in the
roofspace infiltration rate (1 to 3 ach) would have no noticeable effect on any of the primary parameters
for the double glazed, heated room. They are very unlikely to have an effect on the other rooms either.

The provision of drawings in the description document of the test cells meant that modellers were
aware that these simplifications had been made, and meant that they could model the additional features
if they desired. Any information required for this but not given in the documentation could, of course,
have been obtained from the hotline.

The measured UA-value of the rooms and their internal convective regime could not have been
supplied (even if they had been available at the start of the exercise), because they are not program
inputs. They are thermal characteristics which programs are supposed to be able to model (see Appx.F3,
F10). Such details would not be available when programs are used for real design problems.

By reducing the building description to a series of tables it was considered that the specification
could be standardised among the participating modellers, reducing the spread of results between models
by removing an important source of user variation. Given the spread in the results which was observed
even using this approach it seems that the decision was appropriate.

The way of describing a building for thermal program validation adopted in this IEA study is a
good exemplar which should be adopted in similar work in the future. In fact, it is essential to simplify
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the description of a building to those aspects which are thermally significant if results, which accurately
reflect the performance of the program, with a minimum of user effects, are to be produced.

With such documentation, it is important to provide contact addresses (and/or telephone/fax.
numbers) so that additional, crucial, data which may have been overlooked can be provided.

All the participants who chose to comment felt that this management approach had been very use-
ful, very good or excellent.

D2.3 Fabric heat loss

D2.3.1 Material properties
During the course of the validation exercise the use of manufacturers' data on the thermal proper-

ties of the materials in the test rooms has been criticised (e.g. Appx.F8).
The uncertainties quoted for the material properties stem from four sources:

- there are uncertainties in the manufacturers' measurement of the properties of their materials,
- there may be variations in the properties of materials with age,
- there may be variations with operating conditions (most notably the variation of insulation

material k-values with operating temperature), and
- there may be small variations between different batches of the same material.

Carrying out tests on the actual materials used in the test room construction would serve to eliminate
only the last of these sources of uncertainty. In doing so it would allow a very small reduction in the
total uncertainty in each property. This would in turn have the effect of slightly reducing the overall
uncertainty associated with a simulation. This would increase the power of the datasets as a test of
simulation models. Given the small number of programs which lay within the uncertainty bands in the
existing test it seems that this increase in power is not, for the moment at least, required.

D2.3.2 Edge effects
It has been suggested that the edge effects in the test rooms may have been significantly underes-

timated (Appx.F3). This would explain the general underprediction of room energy consumption.
It was acknowledged in the original building description that the edge effect correction had been

derived from only two 2-dimensional calculations. Other edges had either been assumed to be similar
in construction, or had been ignored altogether. It was therefore clear that the neglected edges would
contribute further to the building heat loss, and that the corrections given were likely to be underesti-
mates. The concerns expressed fall into two categories:

- some of the edges which were neglected may have made a significant contribution to the 2-
dimensional heat loss effects,

- some of the edges which were assumed to have losses comparable to those calculated may in fact
have had rather higher losses. In particular the vertical south edge of the party wall may have
losses greater than the 'Type A' calculated edge loss which was attributed to them.

Further 2-dimensional analysis would clarify this situation, but was not practical within the time avail-
able. For the purposes of this exercise the error bar on the edge effect calculation was increased to -0
+50% to account for the effects described. This has been incorporated in the overall error bands plotted
in this report.

D2.3.3 Overall UA measurements
One way of determining whether the construction of the test room, the material characteristics

and the edge effects are broadly in line with the specification given, is to measure the overall heat loss
of the real room, and compare with the corresponding calculated value.

Whilst Phase 2 was underway, the UA-value of one of the test rooms was estimated from data
which was collected approximately two weeks after the IEA heated data set was produced. The analysis
of this data is described in full in Appendix E. It results in an estimate of the UA-value of the test
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room fitted with opaque infill panel of 10.94 W/K ±5%
A calculation of the building UA-value using the values distributed in the test mom description,

with their corresponding estimated uncertainties, yields a value of 10.13 W/K -7/+8%
It is clear that the uncertainties associated with these two values overlap, and that no difference

between the measured and calculated values can be conclusively demonstrated. It is, however, still
instructive to look at possible causes of the small discrepancy which has been observed.

Part of the discrepancy observed can be explained by the fact that the experiment to determine
the UA-value was carried out with the room continuously heated to a relatively high setpoint. This has
the effect of modifying the k-values of the insulation materials used in the room. The adjustment of the
material properties to incorporate the effect of the slightly higher than normal mean operating tempera-
ture is described in Appendix E. The calculated UA-value becomes 10.55 W/K -7/+8%

It is clear that the corrections for operating temperature serve to account for a large part of the
discrepancy observed. The remaining discrepancy is only 3.6%.

This test does not conclusively demonstrate that the buildings are exactly as described, since an
error in one area could be cancelled out by a second error elsewhere. However, it does provide one
further piece of evidence that the rooms are constructed as described in the site handbook, and that any
errors in the calculated edge effects are very small.

Further details about quality assurance on the EMC test site can be found in Volume 2 (Site
Handbook). All the checks described there confirm that the rooms were all the same and that they were
built as described in the Site Handbook.

D2.4 Relative Humidity measurement
It is clearly regrettable that relative humidity data is missing from the heated dataset. This weak

ens the power of the dataset for testing models, but it does not 'negate the exercise as an appropriate
validation' as suggested in one MUR (Appx.F11). In Newssheet 9 it was suggested that users who
were concerned about this could determine the sensitivity of their model to variations in Rh of 55 to
100%, this being the range encountered in the UK in October. Clearly for some models this would
increase the width of the error bars associated with the simulation, thus weakening the test.

Sensitivity analyses by DMU (using ESPv6.18a) showed that a decrease in Rh from 99% to 55%
increased the predicted energy consumption in the double glazed room by 3.1%. (This is close to the
3.3% increase predicted by the TASv7.54 user (Appx. F3)). The maximum and minimum air tempera-
tures decreased by 0.4°C and 0.2°C respectively. These effects have been incorporated in the overall
uncertainty bands plotted in this report.

The rather unusual form of the measured humidity data has been queried, and doubts have also
been expressed as to the rather high mean value (Appx. F10, Fl 1). As described in the site handbook
these measurements were made using wet and dry bulb thermometers. This is a 'first principle'
approach to the measurement of humidity, and is considered highly trustworthy. It is certainly far more
reliable than electronic sensors which are highly sensitive to contamination by atmospheric pollutants.

As part of his Phase 2 investigations the TASv7.54 user (Appx.F3) obtained humidity data from a
meteorological station in a nearby town (Bedford). This showed the same characteristics as the data
supplied for the unheated period: a relatively high mean value (87.8% during the October period), and
long periods at 100% humidity. The same user has also noted that the name of the site, Cranfield,
derives from Crane Field. Cranes are long legged wading birds which normally nest in bogs and
swamps!

D2.5 Solar radiation data
The solar radiation data supplied for the blind validation exercise has also been questioned

(Appx.F1, F3, F4, F10, Fl1). Some participants felt that some of the direct normal values calculated
from the site measurements of d irect and diffuse horizontal were unreliable. The TASv7.54 user
(Appx.F3) also queried the way in which shadow band data has been corrected and the TSBI3 user
(Appx.Fl) suggested that the given south vertical radiation was not compatible with the previously
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supplied global and diffuse horizontal measurements. These problems were particularly severe when
the sun is near the horizon, just after sunrise and just before sunset.

Diffuse radiation is measured on the test site using a pyranometer fitted with a shadow ring. As
well as obscuring the direct component the ring obscures part of the diffuse sky, and the reading of the
pyranometer has to be corrected for this. To make this correction (which varies with shadow band
position and hence with time of year) it is necessary to assume a distribution for the diffuse sky radia-
tion. The distribution normally assumed when the data was processed for the IEA task was uniform, in
keeping with normal meteorological practice. This raises a problem of consistency when feeding the
diffuse data to a model which assumes an alternative, anisotropic, distribution . Also, the real distribu-
tion is often far from uniform, so the correction process may introduce significant errors into the esti-
mate of the total diffuse radiation component at certain times.

Previous data supplied to the TASv7.54 user as part of a separate project had used an alternative
correction which takes account of the part of the circumsolar component obscured by the shadow band.
This accounts for the discrepancy which he observed between his earlier data and the IEA climate files.
The method of correcting may cause the diffuse irradiances to differ by up to 6% (TASv7.54 user,
Appx.F3). Sensitivity analyses by DMU (using ESPv6.18a), however, indicated that this would have vir-
tually no impact on the primary parameters predicted in the glazed rooms (less than 0.5MJ in heating
energy and 0.1°C in temperatures). Nevertheless, the effect was included in all the uncertainty bands
calculated in this report.

The process of deriving direct normal from global and diffuse measurements is, under some cir-
cumstances, susceptible to high levels of error. One of the worst times is when the sun is close to the
horizon. At this time the direct component strikes the horizontal pyranometers at an incidence angle of
almost 90°. This leads to some serious measurement problems:

- small errors in the alignment of the instruments become significant,
- the cosine response of the instruments is likely to be unreliable at these incidence angles, and

may vary from instrument to instrument, and
- moisture on the outside of the pyranometer domes may cause refraction effects at the surfaces of

the glass.
When the difference between the direct and diffuse horizontal radiation measured at low solar altitudes
is taken a spurious result may thus appear. Furthermore, the sine of the solar altitude is very small at
this time, and dividing by it serves to magnify the erroneous reading. To overcome this problem we set
the direct normal component to zero when the solar altitude falls below 5°. This avoids the generation
of spuriously large radiation values on East and West surfaces, and causes minimal errors on the South
wall. This may be one explanation for the discrepancies observed in the data.

For the EMC test rooms the problem is not too serious - the only glazing is oriented towards the
south, and for a large part of the year it receives low altitude direct normal radiation at a very oblique
incidence angle, or not at all. The other surfaces are painted white, and this reduces the sensitivity to
the (potentially uncertain) radiation which lands on them.

It is accepted that measurements of global and diffuse solar radiation horizontal are not sufficient
to allow the direct normal component to be reliably estimated at all times. (Data from a normal
incidence (tracking) instrument, and diffuse measurements using a tracking disk rather than a shadow
ring are probably also necessary if models of solar radiation on other surfaces are to be comprehen-
sively tested). As discussed above, this does not present a problem for the test rooms, as the only
important surface is the south vertical and direct normal irradiance can generally be obtained when this
surface is illuminated, and the radiation on the surface was measured directly. However, modellers who
routinely use global and diffuse horizontal data to predict the radiation on East or West facing surfaces
should perhaps consider carefully the accuracy they can expect to obtain.

The TSBI3 user (Appx.Fl) suggests that the measured diffuse and global radiation may be wrong,
in that they appear to be inconsistent with levels on the south vertical early in the morning. In part the
problem may be due to the instrumentation limitations described above, and it also appears that he also
uses a different solar position algorithm to the Energy Monitoring Company. However, it is not possi-
ble to state that the given global and diffuse irradiance values are inconsistent with the measured
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radiation on the south vertical, as the distribution of diffuse radiation is completely unknown. Early in
the morning there is likely to be considerable 'horizon brightening '. At its most extreme, this could
yield a positive radiation level on the south face whilst the global and diffuse measurements on the hor-
izontal plane were still zero! The measurements would not be wrong: they would simply be incon-
sistent with the conventional assumption of a uniform diffuse sky.

In response to these problems the calculated direct normal radiation values have been removed
from the meteorological file distributed with the validation package. Model users who require it can
recreate it using the solar position algorithm used within their model. In this way predictions of diffuse
radiation (if global and direct normal are required by the model) or of global horizontal radiation (if
diffuse and direct Formal have been supplied) will be consistent with the data provided.

D2.6 Areas in which too much information was supplied
In the original test room description the amount of solar radiation believed to be reflected back

out of the test rooms was supplied, as was the distribution of the remaining radiation. This information
is not an aspect of the room construction, and should not have been supplied to modellers. Instead it
should have been calculated by those models which have this facility, and estimated by other partici-
pants in their Formal way. Accordingly this information has been relegated to an appendix in the
revised Site Handbook (Volume 2).

D2.7 Air temperature uncertainty
At least one participant (Appx.F8) suggested that the uncertainty attributed to the measured room

air temperatures and the heater setpoint was too low. This source of uncertainty arises because the pro-
grains assume that the air temperature in rooms is uniform throughout, whereas in fact (see section
D3.3) it varies.

To obtain error estimates, the three measured air temperatures (located in the vertical rake) were
plotted and compared with the mean temperature of the three. This showed that, during heated periods,
the mean temperature was almost always within the ±0.2°C of the middle temperature on which the
heater was controlled. The uncertainty in the thermostat setpoint temperature was therefore unchanged
at ±0.2°C.

The measured maximum and minimum air temperatures against which the predictions are com-
pared were the average of the three vertical temperature measurements. The measurement uncertainty in
this value was taken as the difference between this average and the single temperature which was most
different from it. The biggest observed difference occurred at the time of the peak temperature in the
double glazed room and was ±1.2°C (October period). For all other parameters this difference was less
than ±0.4°C. These uncertainties have been included in all the uncertainty bands plotted in this report.

D3 Modelling issues
A range of modelling issues have been raised in the three page model user reports. Some of

these describe features of the test rooms which could not be represented in certain codes, most notably
heater output characteristics and dynamics. Other researchers have identified effects which they feel
could be the cause of discrepancies between their simulation results and the measured building perfor-
mance. These effects concern the behaviour of the air within the test room, in particular the convective
heat transfer coefficients at the room surfaces and the air movement within the room.

D3.1 Heater modelling
The most common heat source in the UK domestic building stock is the hot water filled radiator.

Normally these are supplied from a central boiler. The oil-filled electric heaters used in the test rooms
were chosen because they closely matched the output characteristics of their water filled counterparts,
but could be controlled and metered much more accurately.

Modellers were given information about the characteristics of these heaters, in the form of a cal-
culated radiative/convective split, and a measured first-order time constant. The expressions used to
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calculate the radiative convective/split were also used to determine the rise in heater surface tempera
ture for a given power output. The calculated value was found to agree closely with that measured,
giving a degree of confidence in the quoted R/C split (Dl).

Inspection of Appendix A (Table Al), which describes the features available within the models,
reveals that 5 of the models have no facility to represent a radiative component in the heater output:
they represent the heater as 100% convective. This would be expected to produce systematic over
-estimation of the room air temperature, and corresponding under-estimation of the room energy con
sumption. Since many real heat sources have a significant radiative output this appears to be a
significant shortcoming of these models. The DOE2v1E user recognized this limitation (Appx.F2).

The participant using HTB2v1.2 (Appx.F4) has discovered that by increasing the convective out
put of the heater it was possible to obtain a better fit to the room air temperature, but not to overall
energy consumption. It therefore seems likely that this adjustment, which would be expected to raise
the room air temperature, is simply compensating for another cause of prediction error and not improv
ing the overall quality of the simulation.

Further inspection of Table Al shows that all but 4 of the models lack the ability to represent the
dynamic behaviour of the room heat source. Once again, this limitation would be expected to produce
under-estimates of the room energy consumption, as energy used to charge the mass of the heater
emerges after the heating period, when it is not required. Since dynamic behaviour is a feature of many
realistic heat sources the lack of this facility in a model is also considered to be a significant shortcom-
ing.

The ESP-rv7.7a user (Appx.F10) has queried the use of a 22 minute heater time constant, given
that climate data was supplied only on a hourly basis. The thermal processes which combine to deter
mine the overall behaviour of a building operate over timescales which range from 10 -8seconds (for
radiative processes) to 105 seconds. In the case of buildings which are coupled to the ground this upper
limit rises to 10 10 seconds. In any practical modelling exercise time constants below a certain level are
ignored (these processes are assumed to occur instantaneously) and time constants above a certain level
are also ignored (assumed to be constant over the duration of a simulation). Deciding whether
processes fall into one of these categories is a matter of modelling judgement. However it seems clear
that when hourly predictions are of interest, a process with a time constant of 22 minutes cannot be
ignored.

D3.2 Internal convection: heat transfer coefficients at internal surfaces
The users of ESP-rv7.7a and ESP+v2.1 (Appx.F10 and Fl1) have observed that the use of greatly

increased convective heat transfer coefficients, up to 7 W/m2K compared to more conventional values
of around 3 W/m2K (D2), produces an improvement in the predictions of ESP.

The default convective heat transfer algorithms in ESP are those of Alamdari and Hammond.
The use of the increased coefficients has been justified by the suggestion that the test rooms are not
'typical' of real buildings, and that as a result heat transfer coefficients are much higher. Initially this
argument is hard to understand. The rooms have realistic surface heat flows, realistic surface finishes,
and are heated by a realistic heat source. The principal senses in which they are unrealistic is their
size, and the lack of any ventilation.

The convective heat transfer from a vertical surface (for example a wall) depends only on the
height of the surface (D3), and the height of the test rooms is the same as that of a real room. The heat
transfer coefficient for a flat plate (for example the test room floor) heated to a temperature T above
that of the room air can be approximated by [HOLMAN]:
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In practice the heat transfer within an enclosure is much more complex than suggested by simple
equations of the above type, as complex flow patterns result from the interactions between the surfaces
of the room. However this very simple analysis does suggest that the dependence of convective
coefficients on room size is unlikely to be as large as suggested.

Some algorithms take account of this dependence on surface dimensions. In particular, the
Alamdari- Hammond correlations includes the height or length of the surface, and this effect should
therefore have been automatically accounted for in the original simulations carried out with the ESP
default algorithm.

The fact that the test rooms are tightly sealed, unventilated and unoccupied is likely to lead to
lower convective heat transfer rates. In a 'real' building infiltration, ventilation and the movement of
occupants will produce a certain amount of additional forced convection. Thus ventilation and occu-
pancy considerations would tend to lead to the conclusion that lower coefficients should be used, not
higher.

A third effect may provide the explanation of why the use of higher than normal heat transfer
coefficients is plausible. This is the interaction of the heat source with the room air and fabric. The
heat source is of a realistic size, and is located in a small room. It may be that this serves to exag-
gerate the effect of the plume of air rising from the heater on local heat transfer coefficients.

Recent experiments carried out in another test room at the EMC site (D4) suggest that neither the
presence of ventilation or exaggerated heater interaction can justify the increase of heat transfer
coefficients which has been suggested. In that work convective coefficients were estimated from meas-
urements of temperature profile within the boundary layers at the room surfaces. That test room was
ventilated at 2 ac/h, and was heated by a fan assisted convector, both of which would be expected to
increase the heat transfer coefficients above the values observed in the rooms used for the IEA work.
An increase in internal convective coefficients was observed when the heater was in operation, but this
served only to bring the initially rather low coefficients into line with Alamdari- Hammond values.

D33 Internal convection: air movement within the rooms
Without exception, the models used in this study all employed a single air temperature, that is

they effectively assumed that the air within the rooms was well mixed. Only three of the models
which took part in the exercise had the option to use a more sophisticated air model: ENERGY2v 1.10
and HTB2v1.2 offer a stratified model, and CLIM2000v1.1 offers a simplified distribution model.

It has been suggested within the IEA group that there may be a body of very slow moving air in
the middle of the room, with a boundary layer circulating at a much higher speed. This hypothesis
could explain the time delays which have been observed between the coupling of the heater to the air
temperature in the test room. It may also go some way towards explaining the general under-prediction
of energy consumption, since the outer loop of air may become overheated whilst waiting for the ther-
mostat temperature to respond.
The issue was presented by DMU at the IEA meeting in Fontainbleau, and as a result other modellers
(Appx.F6 and F8) have re-stated it in their Model User Reports.

Subsequent CFD calculations carried out at De Montfort University (using Flow-3D) have shown
that for heated periods the stagnant core is less obvious. Figure D1 shows the resulting flow pattern
and air temperature distribution when the room heater is operating. Internal long-wave radiation has not
been modelled. The TASv7.54 user suggested (Appx.F3), following C11) analysis, that the still core,
moving boundary pattern occurs during the unheated periods only.

The question which remains unanswered is the extent to which the effect of air temperature distri-
bution is reduced in real buildings, where infiltration, ventilation and possibly even occupants stir up the
room air. At first it seems that this wide variety of effects might serve to eliminate the effect entirely.
However, there are many air temperature measurements carried out in 'real' buildings which indicate
that levels of, for example vertical stratification, are sometimes of the order 1 to 3°C: at least as large
as those observed in the test rooms.
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THE UA-VALUE OF AN EMC TEST ROOM:
Comparison between measured and calculated values

El INTRODUCTION

The Energy Monitoring Company (EMC) test rooms have been used in a variety of applications:
investigating the physical processes which control the thermal performance of buildings (El), testing
new building components (E2), and generating data for empirical model validation (E3). In this latter
application it is necessary to supply the simulation model user with a detailed description of the
construction and material properties of the test rooms. For the EMC rooms this takes the form of a
site handbook (E4). If the conclusions of such validation work are to have credibility it is clearly of
the utmost importance that the description in that handbook is as close as possible to the physical
reality of the rooms and their instrumentation.

A wide range of checks and tests has been implemented to ensure that this objective is consistently
achieved (E5). This short note describes a further check. The specific heat loss (or UA-value) of a
test room envelope is determined from an experiment in which a room without a window was held
at a constant temperature for a ten day period. The resulting estimate of the UA-value is then
compared with the value calculated from the information contained in the site handbook.

E2 THE DATA SET

During November 1988 a ten day data set was collected from the EMC test rooms, during which the
rooms were continuously heated to an air temperature of 30°C. This dataset was collected immediately
after the dataset featuring intermittent heater operation which was used in the IEA validation exercise.
One of the rooms was equipped with an opaque infill panel in place of the glazing. Figure El shows
the temperatures inside and outside the test room, and the power consumed by the heater.

Figure E2 shows the global and diffuse horizontal radiation measured during the trial, and reveals that
this was a heavily overcast period. This makes the dataset ideal for determining the UA-value of the
test room fabric, as the amount of solar radiation falling on the external surfaces is small.
Furthermore, the overcast conditions imply sky temperatures which are relatively close to the measured
site air temperature.

E3 DATA ANALYSIS AND RESULTS

E3.1 Temperature drop across the room fabric

The mean external and internal air temperatures throughout the test are easily found from the recorded
data. The internal air temperature is calculated as the spatial average of the three temperatures
recorded inside the test room. The results of these calculations are a mean external air temperature
of 7.80°C over the ten day trial, and a mean internal air temperature of 29.67°C, giving a mean
temperature difference across the building fabric of 21.87°C.

E3.2 Electrical energy delivered to the room

The total energy delivered to the room by the electric heater is likewise simple to calculate, and for
the total ten day experiment it is 57.68 kWh, or an average power input of 240.3 W.



E3.3 Solar radiation absorbed on the external faces of the room

Although the room analysed is not equipped with a window it is still expected to have a small
response to solar radiation, due to absorption at the external surfaces. Only the front and rear surfaces
will be considered here, since the external side wall of the room is extensively shaded by the adjacent
room, and the room ceiling is shielded from solar radiation by the vented roofspace.

The solar radiation on the south wall of the room was measured as part of the experiment, and the
total over the ten day trial was 13.2 kWh/m 2, an average flux of 54.9 W/m2. The radiation on the
north face of the rooms was not measured, but at this time of the year no direct radiation falls on this
surface. The total incident radiation can thus be estimated from the measured diffuse. The vertical
north wall has a view factor of the sky of 0.5. The corresponding view factor to the ground, which
has an assumed reflectance of 0.2, is also 0.5 and thus a simple estimate of the diffuse radiation on
the north wall is 0.6 times the diffuse radiation on the horizontal. Over the ten day trial this amounts
to 3.5 kWh/m2 or 14.8 W/m2.

A proportion of the shortwave radiation incident on the external faces of the test rooms is reflected
back. The remainder is transferred partly to the external air, and partly to the interior of the room.
The proportion transferred into the room is given by the ratio of the external film resistance to the
combination of the wall resistance and the internal film coefficient. In practice the different
constructional elements that make up the wall have different resistances, but a reasonable estimate can
be obtained using an appropriately area weighted mean value. The total energy transferred to the room
by solar radiation incident on the external surfaces is therefore given by:

This expression evaluates to 0.3 W for the north wall, and 1.4 W for the south wall, a total transfer
to the test room of 1.7 W. This represents a very small fraction of the room energy balance, and the
effect of the significant approximations in the above calculation on the calculated U-value is therefore
negligible.

E3.4 Longwave radiation exchange between the external faces of the room and the sky

In practice the external temperature which the test room experiences is not exactly equal to the external
air temperature, as some energy is lost directly to the sky by radiation from the external surfaces of
the building. Once again, we will consider only the north and south faces of the room. These have
a view factor of 0.5 to the surrounding ground, which we assume to be at the same temperature as the
ambient air, a reasonable assumption for grass. They also have a view factor of 0.5 to the sky, the
temperature of which was not measured. The heat transfer from these surfaces is therefore to a
temperature which is a combination of ambient air and sky temperatures: all the convective and half



the radiant transfer being to ambient, and the remainder of the radiative transfer being to the sky
temperature.

Thus the effective temperature with which the room is exchanging energy can be expressed as:

This can alternatively be expressed in terms of the sky temperature depression, that is the difference
between sky temperature and ambient air temperature:



E3.5 Calculation of the room UA-value

The room UA-value is calculated by dividing the mean energy input to the room by the mean internal
external temperature difference:

Inserting the figures derived above in the previous sections into this expression yields a UA-value of
10.94 W/K.

E3.6 Analysis of systematic errors

The uncertainty in the measurement of the power delivered to the test room is ±2% (E4).

The uncertainty in the measurement of the internal and external temperatures used in the above
calculation is ±0.2°C (E4). The uncertainty in the temperature drop measured across the room is
therefore ±0.4°C or a further ±2%. An additional uncertainty is added to this by the estimation of sky
temperature in order to estimate the effective external temperature. As discussed in Section 3.5 this
is estimated to add a further ±0.25°C or ±1%.

We conclude that the overall systematic error in the determination of test room UA-value is ±5%.

E3.7 Analysis of random errors

As well as the systematic errors described above there is likely to be a random error component in the
derived UA-value: that is if the experiment was repeated many times the results would show a degree
of random variation. The most obvious way to determine the magnitude of this variation would be
to repeat the experiment many times and observe the variations directly. However, as only one dataset
is available this approach is not feasible here.

Instead the ten day dataset described above has been analysed on a daily basis. Figure E3 shows the
result of plotting daily mean heater power against mean internal-external temperature drop. This very
simple analysis takes no account of the dynamics of the test room, and can thus be considered to
provide an upper limit on the random error. Standard regression gives the slope of the line shown on
Figure E3 as 10.94 W/K, the same as the result obtained above, with a 95% confidence interval of
±1.2%.

This random error is statistically independent of the systematic error derived in the previous section,
and it is combined with that error by addition in quadrature, that is:



E4 DISCUSSION AND CONCLUSIONS

The UA-value of an EMC test room equipped with an opaque infill panel has been determined
experimentally, and found to be 10.94 W/K ±5%, that is it lies between 10.39 and 11.49 WIK. The
value calculated from the constructional details given in the description supplied to modellers and
standard values for internal and external surface coefficients and airgap resistances (E6) is 10.13 W/K,
and when the estimated uncertainties in the properties supplied are taken into account the uncertainty
in this calculated UA-value is found to be -7/+8%, that is the value lies between 9.42 and 10.94 W/K.
It is clear that these error bars overlap by a large margin, and that it is impossible to confirm from
these results that there is any discrepancy between the measured and calculated values. However, there
is a difference of 7% in the two values, and it is interesting to speculate what might be causing this.

There are two physical effects which are known to be present in the test room which may account for
the observed discrepancy:

• The first relates to the variation of material properties with temperature. The quoted book values
are normally measured between temperatures of zero and 20°C, a mean material temperature of
10°C. Because the room was continuously heated to a relatively high setpoint during the test
analysed above the mean material temperatures are rather higher than this. During the test the
internal temperature was 29.7°C and the mean external temperature was approximately 8°C, giving
a mean material temperature of approximately 19°C. The k-value of the insulating materials used
in the test room can be expected to increase by up to 8% for every 10°C increase in material
operating temperature (E7). Clearly this will not affect all of the materials used in the test room.
Re-calculation of the room UA-value with the insulation k-values increased in line with the results
in (E6) yields a UA-value of 10.55 W/K. This effect alone brings the calculated value within
3.6% of the value measured at an internal temperature of 30°C.

• The second possible effect concerns the treatment of the three dimensional heat conduction at the
edges and corners of the rooms. This additional heat loss was estimated using information from
a limited number of two dimensional heat transfer calculations, and the material properties
specified for the corner constructions in the site handbook were modified accordingly. In the
estimation process, which predicted a 7% increase in heat loss due to edge effects, a number of
edges at which the three dimensional effects were believed to be small were ignored. The
corrections given are therefore slight underestimates of the overall extra heat loss due to edge
effects. This is acknowledged in the documentation describing those corrections. It is considered
quite possible that this underestimation of edge losses could account for part, or even all, of the
remaining 4% discrepancy between the calculated and measured values. However the uncertainty
bands in the calculated and measured UA-values overlap, and it is therefore not possible to draw
firm conclusions about the magnitude of the underestimation of the edge effects.

A further effect which has been proposed to account for observed test room heat losses slightly higher
than the calculated values is air movement around and through the glass fibre quilt used in the rooms.
Other studies have failed to detect this effect in a hot box (E8), and from the above discussion it seems
that it is also unlikely to be occurring in the EMC test rooms.
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Appendix F - Model User Reports

Model User Reports were submitted by 11 participants. They are reproduced here as submitted, without
any modifications. They are ordered in the sequence used for plotting throughout this report.

Fl TSBI3v2.0
F2 DOE2v1E
F3 TASv7.54
F4 HTB2v1.2
F5 DEROBv1th
F6 BLASTv3.01v1203
F7 TASEv3.0
F8 TRNSYSv13.1
F9 SERI-RESv1.2
F10 ESP+v2.1
F11 ESP-rv7.7a

All participants were asked to submit no more than 3 pages. A small number slightly over-ran this
limit.



Appendix Fl: TSBI3v2.0 - K.Johnsen - SBI, DK

Background for participation
The Danish Building Research Institute (SBI) participates in the IEA Task 12: Building Energy Analysis and
Design Tools for Solar Applications, however, not in the model evaluation sub-task (B). For some unclear
reasons we were only asked to participate in the Empirical Validation at a very late stage of the whole
exercise, and with very short notice. Therefore we only had very limited time and within one week in
December 1992 the six data models were set up and all runs made, i.e. in about 40 man-hours.

Representation of test room models in tsbi3
The very detailed descriptions of the test rooms were, however, extremely helpful and we only had to ask
a few questions to the hot-line service for clarification of minor ambiguities, of which the most important was
about inconsistencies in the solar parameters of the weather data files.

There was no problems in setting up the data models, in fact the way the room geometry and the construc-
tions were described matched perfectly to the data structure of tsbi3. After having seen the measured results
we would only make one change in the building defmition: We would model the floorspace as a separate
zone, in stead of assuming that the floor faces the outdoor air (through some air-gap resistance).

Calculations and a few mistakes in the tsbi3 runs.
As mentioned the tsbi3 runs were made in short time, and during the short period of input data checking we
only found one minor error in the input data for one case (the radiative/convective fractions of heat from the
electric heater).

During the interpretation of the calculation results and the comparison with the measured data we have,
however, discovered two more severe input mistakes (1. and 2.).

1. In the simulation of room 3 (case HO, Volume 110) the schedule for the heater was wrong, so that
the heater was only ON during the first 6 days and OFF on the last day.

2. For all the 6 cases the default value of skyline (cut-off angle for direct radiation at low solar heights)
of 7 degrees was used, in stead of the specified free horizon. This was in fact a minor bug in the pro-
gram, which made it somewhat tricky for the user to 'get rid of' the standard value.

From the comparisons of the solar radiation values in the weather data files, the measured solar radiation on
the south wall, and the calculation results, it has furthermore become clear that there are some inconsistencies
in the measured solar radiation values:

3. For the May data the best agreement between the weather data and the measured radiation on vertical
south wall is achieved when using the data for global and diffuse radiation, while for the October data
the best agreement is achieved when using the direct normal and diffuse radiation. Since the values
for global and diffuse radiation originally were used to create the weather data file for tsbi3 we investi-
gated the importance of using the normal radiation data instead for the heated cases (documented
below).

All of the three observations (1., 2. and 3.) have a significant impact on the results for the heated cases, while
the default horizon skyline is almost insignificant for the free floating cases in May (because of the sun's
position in East at sunrise). However, new runs were made for all six cases and the fmal results were send
to the Empirical Validation Hotline.

Conclusions
Investigations of the deviations in temperatures, energy consumption, and solar irradiance, uncovered two
severe input mistakes and some inconsistensies is the delivered weather data. After correction of these
mistakes new simulations were performed for the three heating cases.

The final results of all the calculations show exellent agreement with the measurements, and in all the com-
parisons, set up by De Monfort University, tsbi3 seems to be among the few programs that gives results
within the expected error band for solar irradiance as well as energy consumption and temperatures in the
heated cases.
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Sensitivity of solar transmission and distribution
The maximum air temperatures in the free floating cases of the glazed rooms is somewhat on the low side
compared to the measured values. Since there is extremely good agreement between calculated and measured
solar irradiance on the south wall, the following explanations for the low maximum temperatures could be
given:

a) bad model for solar transmittance, i.e. too small transmittance of solar energy through the glazing,
b) poor model for the thermal dynamics of the rooms and the constructions, and
c) wrong assumption on the split of the solar energy: lost / to air / to surfaces

The uncertainty on c) is probably much bigger than on a) but both of these problems deals with the actual
transmission of solar energy to the room. We have therefore performed a study of the sensitivity of the
maximum air temperature to the solar transmission.

For both cases (single and double glazing) we have found that:

1 % increase of the solar energy increases the maximum temperature by 0.17 K. For example if the 'lost'
fraction is only 10 % in stead of 20 %, the maximum temperature will be 1.7 K higher.

We also investigated variations of the solar energy fraction to the room air, and this shows little sensitivity:

5 % increase in the fraction to the air increases the maximum temperature by 0.1 K, i.e. a change of the
fraction to the room air from 5 % to 20 % (default value in tsbi3) will only give an increase of about
0.3 K.

Other reasons for the deviation in maximum temperatures could be that the solar data of the weather files
contains unreliable (high) values and that the solar absorption on the exterior envelope is unrealistic low
(0.16).

Other sources of uncertainties
Mainly the description and the actual performance of the floorspace and the roofspace.



Appendix F2: DOE-2.1E - F.Winkelmann - LBL, USA

1. Problems encountered in representing the test rooms within the model.
See 6 below.

2. Problems encountered with the documentation provided.
None.

3. How useful was the hotline?
Very.

4. How useful were the newssheets?
Very.

5. How was Quality Assurance organised?
The information in the DOE-2 input verification reports was cross-checked with
the building data from the Site Handbook. The DrawBLD program, which plots a
3-D view of the building, was used to check the input geometry.

6. Results and conclusions from sensitivity studies.
The major problem with DOE-2 relative to this exercise is that the heat from the
radiator is assumed to be 100% convective. The result is (1) no time delay
between heat output from the radiator and corresponding increase in air tempera-
ture, and (2) the room surfaces do not absorb IR radiation from the radiator so the
resulting conduction loss to ambient from these surfaces does not take place -
which leads to an under-estimation of radiator output needed to maintain 30°C
inside air temperature. This effect is primarily responsible for DOE- 2.1E's 17-
25% under-prediction of heating energy.
A sensitivity analysis was performed in which room weighting factors were
applied in DOE-2 to the convective-plus-radiative heat output from the radiator.
(These weighting factors are similar to those used in DOE-2 to calculate loads
from instantaneous heat gains from solar, lights, people, plug loads, etc.). With
these weighting factors, the DOE-2 heating energy results are within 5% of the
measurements for Room 3 - Opaque and Room 1 - Double Glazed. The resulting
air temperatures agreed quite well with the measured air temperatures.
It has turned out to be more effort than we anticipated to incorporate an improved
radiator model in DOE-2 that accounts for the radiative/convective split, time
constant, PID control, etc. for the radiator that was used. Radiators are rare in the
US, which is why DOE-2 is so deficient in this area. We probably will put a
better model in at some future date or perhaps some European user can be con-
vinced to do this.

7. Were any bugs found in the model as a result of this exercise?
No.

8. Further comments.
We wish to thank the organisers for doing such an excellent job on this project.
It's the best of its kind that we know of. We were involved back in 1978 or so
on the first IEA inter-program comparison (IEA Annex 1) and can appreciate the
care and effort that you have put in. We saw factors of two and three differences
in the various programs at that time, so it is good to see that the programs are
getting better - the programs overall are showing much better agreement in your
exercise. Plus we have the advantage of your careful measurements; we wish we
had had them 15 years ago. It is ironic, however, that after all this time no one
seems to be able to model a "simple" radiator!



Appendix F3: TASv7.54 - M.Gough - EDSL, UK

1. Background

EDSL's involvement with the EMC datasets which form the basis of this study dates from 1990, when a
blind validation trial on Tas was carried out by Chris Martin. This concluded: "Tas has been found
capable of reproducing the performance of the test rooms well. In absolute terms it has performed better
than either of the models previously tested against this data set. In terms of predicting the trends across
different glazing options Tas performs about as well as those models." (Martin, C. A blind validation trial
of the model Tas using data from the EMC passive solar test rooms. EMC, February 1991.) Since then,
EDSL has used the EMC datasets to gain valuable insights into numerous aspects of modelling. The main
results from this work are summarised below.

The IEA exercise set out to use the same datasets in a blind trial involving many more programs. EDSL
accepted the invitation to participate, and owing to its earlier involvement with the dataset, agreed that the
Tas simulations should be done by DMU. This meant that EDSL was not able to provide detailed input to
the study at this stage.

Phase 1 of the IEA work seems to have concentrated on attempts to use the trial results to prove the
existence of 'internal errors' in the participating programs and thus to cast doubt on their usefulness. This
approach is of dubious value. In the first place, it is quite hard to prove the existence of internal errors
from studies of this kind, and is questionable whether the IEA study has achieved this. But even if it had,
it would tell us nothing new, since it is common knowledge that programs do indeed contain 'internal
errors', in the sense that they work with assumptions and approximations. Finally, recent experience has
shown that public statements which emphasize program errors can be misinterpreted by the press and do
serious damage to the image of thermal simulation.

Setting aside these reservations about basic approach, there are weaknesses in the methodology. The
argument central to Phase 1 rests on two assumptions: 1) that all input errors have been identified and
eliminated, and 2) that the sensitivity analysis has correctly established reasonable error bands for the
predicted quantities. These assumptions are open to doubt. Leaving aside the data input errors (later
corrected) which were introduced by DMU when entering the building into Tas, the sources of error and
uncertainty can be summarised thus:
1. Edge losses were underestimated in the data supplied to modellers, possibly by as much as a factor of
two.
2. Various details of the test room were overlooked. For example no mention is made of the wooden
battens to which the plasterboard walls are fixed. These battens cause significant thermal bridging around
the door, and where they intersect with the structural woodwork. A 4mm hardboard sheet was omitted
from the party wall description. The stated area of the concrete tiles was about 7% too high.
3. The roof and floor spaces are only sketchily described, apparently because they were incorrectly
regarded as thermally unimportant. In the roof space significant elements of thermal mass such as joists
were omitted, an insulating panel on the south face was described as plywood, and no mention was made
of the fact that the partition wall is not of full height. Infiltration rates in the roof and floor spaces had to
be guessed as there was no accurate measured data on flow rates or apertures.
4. Relative humidity data is missing from the weather data for the heated runs, and this gives rise to
uncertainty in the prediction of sky radiation. This, together with other uncertainties in the weather data
(eg. cloudiness), makes a significant contribution to simulation error which has nothing to do with
'internal errors'.

The lesson to be learned from this experience is that in studies of this kind it is unlikely that all the
relevant issues will emerge in advance of the simulation runs, and the temptation to rush into print with
hard statements about model validity (or invalidity) purely on the basis of blind trials should be resisted.
The most productive part of any validation exercise is that in which one attempts to understand precisely
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what combination of input, measurement and modelling errors lies behind any observed discrepancies,
and this can only be achieved with full visibility.

2 Results of Tas Studies using EMC datasets

2.0 Modelling Assumptions

The Tas model used by EDSL was based on the description given in the Site Handbook, but with suitable
corrections. Edge losses were modelled by entering the correct width of the walls etc. in 3D-Tas, joists
being included as a percentage of wall area, and wood conductivity corrections ignored. Other errors in
the test room, roof space and floor space construction descriptions, described above, were also corrected.

As compared with the DMU Tas model, the following refinements were also introduced. The Tas external
shading facility was used to model the effect of the neighbouring test cell, and the internal shading facility
was used to track sun patches around the room interior. To avoid guesswork about the behaviour of the
roof and floor spaces, these spaces were conditioned to reproduce the measured air temperatures there.
The version of Tas used was the same as that used in Phase 1 by De Montfort University (Tas7.54,
released April 1991) with one modification: Tas's clock was adjusted by half an hour to ensure
consistency with the measured data.

For these studies EDSL used the complete EMC datasets. These cover longer periods than the IEA 21.
sets, and give data on more variables. One discrepancy has been identified between data from the two
sources: diffuse radiation data on the EMC dataset is up to 6% greater than that supplied by DMU, owing
to the use of a different shadow band adjustment algorithm.

The EDSL runs used the version of the weather data based on the 'US' timing convention. The DMU
runs, by contrast, used the 'UK' timing convention data: this introduced errors, particularly for the heated
runs for which the lack of sub-hourly measurements made the conversion process inaccurate. In order to
reduce the uncertainty arising from the lack of relative humidity data for the heated runs, RH data
measured concurrently at a site near Bedford was obtained from the Met. Office and included in the Tas
weather file. The mean measured RH over the 7 day heated period was 87.8%.

Simulation results based on this model have been submitted to DMU for the Phase 2 analysis and are
described below for the four cases so far investigated. Accounts are also given of studies aimed at
accounting for observed discrepancies by refining the thermal model in various ways. Space does not
permit discussion of investigations into external convection, solar position, diffuse solar algorithms and the
influence of the adjoining cell, or a series of tests confirming the correctness of the basic Tas heat transfer
algorithms.

2.1 Unheated Opaque Case

This case shows a good overall match between the simulation and the measurements. The predicted inside
air temperature is usually within 1K of the measured value, and the surface temperatures show even better
agreement. This is over a 50 day period when the outside temperature varies between 3.7 and 23.5 C and
which contained a good mix of sunny and cloudy days. The largest errors occur during the 7 day subset of
this period used for the IEA study.

Within this encouraging picture, certain consistent patterns of discrepancy were, however, apparent, and
these needed to be accounted for. EDSL's efforts to account for and reduce the 1K typical error are
described below.

A noticeable feature was that the predicted temperatures tended to lie a little below the measured values.
This is almost certainly due to somewhat low estimates of downward long-wave flux generated by
Tas7.54's sky radiation model (which uses Brunt's formula modified by Boltz's cloud correction, as
advocated by Kondrat'yev). Since the release of Tas7.54 EDSL has reviewed the literature on sky
radiation and improved the Tas algorithm accordingly. The current release of Tas7.64 uses Swinbank's
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formula (generally regarded as an improvement on Brunt's), and further significant refinements based on
more recent work will be incorporated in the next release.

A second effect revealed by the comparison of predicted and measured temperatures was a phase-lead
effect in the simulated air temperature. Since the surface temperatures were on the whole in excellent
agreement with the measurements, the investigation centred on convection processes.

The effect to be accounted for can be described as an unexpected lagging of measured air temperature
behind mean surface temperature. On the basis of normal convection coefficients and the known thermal
capacity of the air in the room, there should, in the absence of gains and ventilation, be a lag of no more
than a few minutes between these two temperatures, yet the observed lag was often more than an hour.

The reason for this effect appears to be the development of a core of rather still air which becomes
thermally isolated from convection currents circulating around it. This picture has emerged from
simulations with the dynamic CFD program AMBIENS 2, using surface temperatures generated by Tas. A
stable pattern develops in which air circulates round the cell in a thin boundary layer, but in the core air
velocities are very low (typically of the order 1 mm/s, corresponding to perhaps one circuit of the cell per
hour). Because the flow in the core is slow and circulatory, mixing is mainly by diffusion, and this sluggish
process effectively introduces a large thermal resistance between the core air and the boundary layer.

To test this hypothesis, runs were done with reduced convection coefficients, and with suitably chosen
values the simulation showed excellent agreement with measured air temperature. Care is needed in
drawing wider inferences from this result, however, for three reasons. Firstly, the use of low convection
coefficients does not properly represent the fairly vigorous convection which occurs in the boundary layer,
and which transfers heat between walls. Secondly this may be an effect which is seen only in small rooms.
Thirdly, it can be expected that any small disturbance from infiltration, occupants, gains, down-draughts
etc., such as would occur in any occupied building, would disrupt the stable flow field and justify the
standard 'stirred tank' approximation.

Despite these reservations, the low convection coefficient assumption seemed to represent well the
behaviour of the unheated opaque cell, and improved the fit sufficiently for other, smaller effects to
become apparent in the data. One of these was a tendency, on some mornings, for the inside temperature
to remain near its minimum value for longer than Tas was predicting. Since this effect tended to follow
clear nights, condensation was suspected as the cause. A modification of the code to model condensation
and evaporation of moisture at the outer surfaces of the structure produced the desired effect: on cold,
clear nights moisture condensed on the walls and roof of the test cell, and later (usually on the following
morning) the moisture evaporated, causing a cooling effect which held the inside temperature down in the
way observed in the measured data.

Air and surface temperatures were at this stage being matched to an accuracy typically in the region of
0.3K, with rare instances of errors in the range 0.5-1.0K. The remaining small discrepancies can at least
in part be attributed to inadequate information about sky conditions. Tas estimates overnight cloudiness
on the basis of conditions the previous day, and sometimes this assumption is wrong: a cloudy day may be
followed by a clear night or vice versa. Instances where this type of error occurred were identified with the
help of Met. Office records.

2.2 Unheated Double Glazed Case

The predicted performance for this case showed a level of agreement with measurement similar to that
seen in the Unheated Opaque case, with an air temperature error typically less than 1K. With normal Tas
convection relationships the phase lead effect is still apparent overnight, but is much less marked than in
the opaque cell.

Investigations were again carried out to account for the various small discrepancies observed. The
measured surface temperatures are somewhat puzzling at first sight. Compared to the predicted values
they are often low (sometimes by as much as 3K) during the day. In fact the day-time measured surface
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temperatures (which are available for all surfaces except the south wall), are on the whole lower than the
measured air temperature. This is surprising in view of the fact that the air must be being heated
principally by convection from these surfaces. The apparent paradox is resolved if one assumes that the
surface temperature sensors are mainly at sites shielded from direct (and perhaps to some extent from
diffuse) sunlight, and on sunlit surfaces they therefore give a low measurement of average surface
temperature. This hypothesis is supported by the observations that 1) the surface temperature discrepancy
for the walls is greatest on clear days, and 2) on such days the floor sensor shows a sudden rise at about
noon, when presumably the sensor begins to be directly illuminated by the sun.

A tendency to over-predict ceiling temperature by about 1K, notably on bright but cloudy days, can be
put down to Tas's diffuse solar distribution algorithm, which in this room apportions a little too much
radiation to this surface. Finally, one cause of a somewhat high prediction of surface temperature may be
the omission from the simulation of a polystyrene screen designed to shield a temperature sensor, which
diverts a proportion of the solar energy directly to the air.

2.3 Heated Opaque Case

This case produced a good match of energy consumption, both in terms of the total over the 7 day period
(109.4 MJ, or 94% of measured) and the daily profiles. Surface temperatures, too, follow the measured
curves well in general, though they tend to be about 1K low in the early part of the night and rise a little
too abruptly in the morning. Air temperature shows the by now familiar phase-lead phenomenon.
Because of this the minimum temperature during the 7 day period is lower than measured (12.9C as
against 14.6C).

The phase-lead effect appears to have two main causes. Overnight the cell appears to settle into the
' isolated core ' convection mode seen in the unheated case. Supporting this hypothesis is the observation
that the air temperature match is much improved if convection coefficients are reduced when there is no
heater input or solar gain. An anticipatory temperature rise seen at system switch-on is probably in part
due to a temperature gradient between the front and back of the cell. This effect can thus be considered
to some extent an error in measuring average room temperature. It is, however, also partly caused by an
increase in wall convection driven by heater input, and encouraging results are being obtained from initial
efforts at modelling this process.

A third source of error in the temperature prediction was the failure to model the dynamics of the heater.
The introduction of a 22 minute time constant into the heater model caused it to continue to deliver heat
for an hour or so after switch-off, which lifted both the air temperature and the surface temperatures
towards the measured curves in the early hours of the night. The best fits of air and surface temperature,
however, are obtained with a time constant of about twice this value.

2.4 Heated Double Glazed Case

Predicted energy consumption for this case over the 7 day period was 83.3 MJ, or 94% of the measured
value. The minimum predicted temperature was 10.8C (as against 11.9C measured). The
under-prediction of minimum temperature is attributable mainly to the 'isolated core' convection
phenomenon, with the Tas7.54 sky radiation model also playing a role.

This case shows the expected combination of features. Surface temperatures, though a good match
overnight, show the effects observed in the unheated case, and for the same reasons. Simulated air
temperature anticipates the morning rise and the night-time fall in the expected way. The daily heat input
profiles show all the main features of the measured data, although the rapidly varying solar gain points up
some minor deficiencies in the simulation of the heater control function.

With a night-time convection correction, allowance for the dynamics of the heater and refinements to the
sky radiation model, measured air and surface temperatures are reproduced well. Due probably to a
stirring effect caused by a down-draught from the window, the double glazed cell requires a much smaller
degree of correction for night-time convection conditions than the opaque cell - an encouraging result in
view of the fact that windows are a feature of most occupied buildings.
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Appendix F4: HTB2v1.2 - P.Pfrommer - FHT Stuttgart, D

There were no great problems in representing the test room within HTB2. The adiabatic
effect of the west wall was achieved by placing a highly insulating layer behind the con-
struction. However, there is no possibility in HTB2 to consider a "Solar to air" factor. The
5% radiation portion was assigned to the floor.

HTB2 had to be altered to work with the EMC weather data. Secondly, to get an appro-
priate data output on an hourly base (averaging of the output values on the time step base
of 30 seconds) a new output possibility was created. This was also necessary to present the
irradiance onto the vertical south glazing. These aspects were realised by changes in the
HTB2 source code. At first the new program output didn't work very well and there were
some dubious output values. It was through the personal feedback from Leicester on the
first result set that these inconsistencies were uncovered. The mistakes could be corrected
for the final version of the result set.

The hotline was also useful concerning the discussion about the weather data formats. The
HTB2 version 1.2 had been altered to read weather data in the UK format (hour centred)
starting with the period 00:30-1:30 (this was originally done to permit SERIRES compati-
bility), but the original climate data correspond to the US convention (half-hour centred).
Therefore, alternative climate files with hour centred values (v099.new and vll0.new) were
used for the simulations. The UK-format vll0.new file was created by an averaging method
converting the original file. The UK-format v099.new file was constructed directly from five
minutely measurement data. The presented graphs of the Sfv Radiation (Case fd Day 144)
in Hotline Newssheet No. 8 showed a clear weakness of the HTB2_fht results. The daily
course was represented very poorly. The minimum at 2 pm was not represented. An investi
gation showed that this inaccuracy is not a result of any bad HTB2 algorithms but an effect
of the climate file v099.new. The following figure shows the hour-centred and half-hour
centred climate files v099 for the days 144 and 145 comparing the course of the direct nor
mal radiation intensity. The values are presented at the hour or half-hour centred time
points.
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The Figure demonstrates that the agreement of the two files is very poor. For example at
day number 144 the radiation minimum at 2 pm is only shown by the US-format file
v099.met. As a conclusion, the comparison of simulation results is only possible between
models using the same climate file.

The HTB2_fht simulation results contain two inconsistances which were identified during
the results analysis.
a) The solar radiation algorithms of HTB2 version used for this study calculated the

sun location with a one hour time-shift. That means, it calculated the highest sun
position and south azimuth at 1 pm (one hour too late). Till now, this problem was
hidden by using climate files starting with the period 23.30 - 0.30 which assigned the
irradiation data to a correct sun position, but assigned it to the subsequent hour
(01.00).

b) HTB2 automatically (without user instruction) switches at the 25th of May to sum-
mertime which led to an additional one hour time shift for the days 145 - 150. For
these days the sun position is calculated two hours to late.

The mistakes are now corrected and the whole solar radiation process has been verificated
very carefully. A comparison with the solar radiation calculation principles of the German
DIN 5034 showed a very good agreement (although the basic algorithms to predict the sun-
height, sun-azimuth and incidence angle are totally different). The thermal simulations of the
Empirical Validation were repeated with the correct time conventions. As a result the Sfv
Radiation at day 147 (Final Report, Figure 6) now lies within the range of the other pro-
grams.

The investigations described above led to the additional conclusion that the measurement
data of the Sfv Radiation for the heated period are dubious. The following Figure shows the
measured and calculated radiation intensity for the day number 298.

The HTB2 results and the calculated values according to DIN 5034 agree and are therefore
represented as one line. The calculations assume an isotropic diffuse sky and a ground re
flectivity of 0.2. The deviations to the measurement values are quite high and can only be
explained by assuming an non-isotropic sky and/or a higher ground reflectivity. An investi
gation evaluated the corresponding ground reflectivities which would lead to a better
agreement. The ground reflectivities varied between 0.4 and 0.8 dependent on the time of
day. This is a very unsatisfying result, because such an high variation of the ground reflec
tivity is very unlikely. The influence of a non-isotropic sky luminance distribution was exam-
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ined at the Fachhochschule für Technik in Stuttgart in connection with a different project.
The impact was found to be quite small especially for vertical glazing. Hence, there is no
satisfying explanation of this phenomenon.

Further analysis of the measurement values concentrated on the simulation of the heating
system. To adapt the HTB2 simulation results to the measurement values the following at-
tempts were made.
i. variation of the time constant;
ii. variation of the thermostat type (on/off, perfect proportional, band proportional);
iii. variation of the convection/radiation split.

i. A heater time constant of 22 minutes led to a slight improvement of the simulated air
temperatures but simultaniously worsen the simulated heating power. HTB2 only
gives information about the heating power output but does not show the heating
power input which was measured. Hence, the time-constant describes the response
of the room to the heater more correctly but the resultant heating power values are
not comparable with the measured system input power values.

ii. The variation of the thermostat type had nearly no influence on the results.
iii. When the radiative output of the heater was increased from 60% to 90% considering

an addiational radiative connection to the window, the inside air temperature during
the heating period became very close to the measued values. Particularly, the time
lag between the modelled and measured air temperatures during the heating phase in
the early morning could be reflected. This suggests a special convective condition
occures in the small (non-ventilated) room which leads to a high energy transport
from the heater to the surfaces but to a very low convective connection with the zo-
ne air.

iv. However, although the air temperatures were predicted quite accurately the energy
performance could not be improved, in fact, it was slightly worse. Hence, in the final
result set, the original heating conditions were used.
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Appendix F5: DEROBv1th - M.Wall/P.Wallenten - Lund Univ., S

Maria Wall Petter Wallentén
Dept. of Building Science, Lund University,
P.O. Box 118, S-221 00 Lund, Sweden.

1 Introduction

The program DEROB-LTH has been used in the Empirical Validation Test constructed by
IEA group 12B/21 C. Until now, the calculations have been made without any knowledge
about the measurements, but in this paper we had the opportunity to compare calculations
with measurements.

2 DEROB-LTH

DEROB , which is an abbreviation for Dynamic Energy Response of Buildings, is a family of
6 modules calculating energy consumption for heating, cooling and ventilation. The program
was originally developed by Francisco Arumi-Noé at the Numerical Simulation Laboratory,
School of Architecture, University of Texas, Austin. Since 1985 the DEROB modules have
been further developed to suit the local needs at the Department of Building Science at Lund
University. This program version is called DEROB-LTH.
DEROB uses a RC network which is solved by the Crank-Nicholson method with a fixed
time step of one hour. The matrixes are solved by the Newton-Raphson method. DEROB
can simulate buildings with arbitrary geometries and interprets the presence of shading
devices. The program can not simulate a radiator system. The heating demand is calculated
as if the heat goes directly to the air node without any time delay and can not be divided into
one radiative and one convective part.

3 Describing the buildings

The buildings were basically modelled as described in the Site Handbook. However, as
mentioned above we could not simulate the radiator.
The documentation provided together with the hotline and newssheets were all together
good.



4 Results

Figure 1 and 2 show examples of the original blind calculations. In Figure 1 the measured
and calculated temperature in the unheated opaque room are shown. We can see a phase
difference were the calculated temperature rises about one hour earlier than the measured.
This difference in phase exists in almost all comparisons of free floating temperatures in the
empirical validation test. We have made a lot of comparisons between measurements and
calculations before but never had a phase difference. Trying to find an explanation to this
was of course of interest to us. The calculated temperature during the last but one day is
suddenly too high due to a higher wind speed this day which will affect the outside film
coefficient and the air infiltration. In DEROB the outside film coefficient is a constant and
the air infiltration was zero as told in the specifications.

In Figure 2 the air temperature in the heated double glazed room is shown. In DEROB the
air will be directly heated up to 30 °C and it is obvious that the radiator with 60/40%
radiative/convective split will not work like this. The estimated power and energy will in this
case be wrong. To include a radiator system into DEROB is not a quick and easy work. Our
sensitivity analysis has therefore been concentrated on the free floating cases.



Listed below are most of the parameters studied, and the effect of changing them.

- The calculated incident solar radiation on the south facade is very similar to the measured
radiation in May. In October the calculated radiation is lower than the measured. DEROB
calculates the solar declination only for the middle day of each month. The hourly angles
of the sun is calculated in the end of each our, true solar time. If more correctly, the
angles are calculated for the actual day and in the middle of the hour, the calculations are
even better in agreement with measurements.

- If the solar declination is calculated on the 27th of May instead of the 16th, the maximum
air temperature in the free floating opaque room will be about 0.5 °C lower. This will also
move the phase 10 minutes later in time, mostly before noon. If the solar angles are
calculated in the middle of the hour instead of in the end, this will move the phase about
15 minutes later in time, mostly before noon. Both these changes will move the phase less
than half an hour. This can not alone explain the noticed difference in phase.

- DEROB has a fixed time step of one hour. We tricked the program to get a time step of
half an hour. The heat capacities were doubled and so was the climate file, and the
calculations had to be without solar radiation. This halved time step had almost no effect.



- The solar absorptivity on the outside was altered from 0.16 to 0.10. This lowered the free
floating temperature about 0.3 °C. It had no effect on the phase difference. 0.16 seems to
be a more correct value for the absoptivity.

- The outside film coefficient was fixed in DEROB to 15 W/m2°C. By changing it to 21
W/m2°C the free floating temperature in the room was lowered about 0.5 °C. It had no
effect on the phase.

- The film coefficient on the inside is calculated in DEROB and varies in time. We tested
different fixed values on the convective part but this gave a very small effect on the
temperature.

- The long wave radiation to the sky was not calculated in this version of DEROB. This
will have some effect. If you compare the measured outside temperature with the
measured air temperature in the roofspace, the temperature in the roofspace is colder than
outside during the nights.

We did not find any bugs in the program. We will of course continue working with the
program and probably change the time when the solar angle is calculated, to the middle of
the hour instead of in the end. We will also calculate the solar position more than once a
month. Furthermore the possibility of taking into account a radiator system will be studied.



Appendix F6: BLASTv3.01v1203 - V.Bocchio/A.Mazza - Poli.Torino, I

1.

Problems
It was impossible to model the heater time constant of 22 minutes.

2.

Documentation
The documentation provided was very detailed and complete. Some explanations were
found in the Hotline Newssheets. General organisation and data management were excel
lent.

3.

Sensitivity Studies
A first analysis of measured data discovered an error due to the batch program, used to
automatically perform multiple runs and to provide results in the requested format, that
exchanged two materials. This error and other minor errors (solar absorptivity of roof
and shading due to east side buildings) were corrected and the new results are considered
as base results for sensitivity studies. Effects are evaluated due to:
• use of a new command for the detailed calculation of convective heat exchange on

inside and outside surfaces (available in the last BLAST release). Both BLAST
releases (lvl 193 and lvl 203) have given identical results in the simulation of base
cases, so it was possible to use the newest release;

• thermal conductivity increase;
• change in the heater radiative-convective split.

The cases considered are as follows

1. Base case. Primitive case after the correction of wrong materials and other minor
changes

2. Base case + detailed calculation of convective heat exchange on internal surfaces
3. Base case + detailed calculation of convective heat exchange on external surfaces
4. Base case + detailed calculation of convective heat exchange on internal and external

surfaces
5. Base case + thermal conductivity increase (conductivity of thermal bridge materials

Wood A, B and C +50%)
6. Base case + thermal conductivity increase + detailed calculation of convective heat

exchange on external surfaces
7. Base case + thermal conductivity increase + detailed calculation of convective heat

exchange on external surfaces + 70%-30% radiative-convective split
8. Base case + thermal conductivity increase + detailed calculation of convective heat

exchange on external surfaces + 80%-20% radiative-convective split
9. Base case + thermal conductivity increase + detailed calculation of convective heat

exchange on external surfaces + 90%-10% radiative-convective split



4. Discussion of results
The floating temperature simulations were used to check the results for different convec-
tive heat transfer correlations and increased U-value of the envelope. The most detailed
heat transfer correlations available in the latest version of BLAST show better agreement
with the experimental temperature values, when applied to the external surfaces, prob-
ably due to better treatment of wind velocity effects. Improved convective heat transfer
correlations applied to internal surfaces give very little changes in the results with mod-
erately worse agreement with measurements. Therefore, in the remaining cases exam-
ined, detailed treatment of convective heat exchange was applied only to external sur-
faces. A moderate increase of the envelope U-value (+1%) obtained by a 50% increase
of the thermal conductivity of wood in thermal bridges gives even better agreement with
experimental values. Case 6 can be considered the best result achievable without unrea-
sonable changes in input values, in the floating temperature simulations. For the heating
simulations, starting from case 6, with the standard 60-40 radiative-convective split of
radiator power, the R/C split was increased to 70-30%, 80-20% and 90-10%. The reason
for doing this is the attempt to fictitiously simulate the isolation of the air temperature
sensor in the middle of the test cell from the convective power emitted by the radiator;
CH) calculations in fact showed that the temperature sensor is in a stagnant position,
surrounded by the convective air loop induced by the radiator, and the air in the cell is far
from being well mixed. Therefore it is not surprising that case 8 with 80-20% R/C split
gives better results under heating conditions.
BLAST appears to be very accurate in the floating cases with results always in the error
band. The heating cases are undermined by the fact that BLAST (and probably all the
other programs) assume uniform air temperature in the room, while in reality this is not
the case.





Appendix F7: TASEv3.0 - T.Haapala/T.Kalema - Tampere Univ., FIN

The sensitivity analysis for the empirical validation exercise was made according to the report
IEA21RN359/93 (Hotline Newssheet No. 9). There was given a list of uncertainties for the input
parameters of the thermal analysis and the limits in which the parameters can vary. Our sensitivity
analysis of the TASE program included all the parameters given except the latitude and the
longitude coordinates, the external surface emissivity, the R/C split, which is modelled internally,
and the time constant of the heater, which is excluded from the TASE program. In addition to this
the calculation of the extinction coefficient of glass and the cleanliness of glazing were joined
together.

The sensitivity analysis were made using the free-floating and the heated cases with double glazed
windows. The total effect of all the uncertainties studied was estimated by the quadrature sum of the
calculated results of the individual uncertainties.The upper extreme were made by choosing the
positive alternatives of effects of all the calculated individual uncertainties, calculating the total
uncertainty and adding this to the value of the base case. The lower extremes were made in similar
way using the negative alternatives of the effects.

The results are presented in Figure 1, Table 1 and Table 2. In the Figure l the calculated results and
their uncertainty ranges for heating energy and maximum and minimum room air temperatures are
compared with the measured data. The measured heating energy is a little greater than calculated
upper extreme. For the heated case the measured maximum room air temperature is located in the
lower uncertainty range of the calculation, but the measured minimum room air temperature is a
little greater than upper extreme of the calculation. For the free-floating case both the measured
maximum and minimum room air temperature are located in the uncertainty ranges of the
calculation.

Table 1 shows that the largest individual uncertainty of the free-floating case for the mean air
temperature and the maximum room air temperature was due to the external surface absorptivity, but
to the minimum room air temperature it was rockwool thickness.To the heated case, Table 2, the
largest individual uncertainty for the heating energy and the mean room air temperature was
rockwool thickness and to the maximum and the minimum room air temperature the concrete heat
capacity.







Appendix F8: TRNSYSv13.1 - R.v.d.Perre/P.Verstraete - VUB, B

0. Model used

TYPE 56 (the building model within TRNSYS version 13.1) has been used
the user selected (lacking a detailed knowledge of the experiment) the following submodels :

- external convection (including external longwave) : bookvalues
- internal convection / airgap resistances : bookvalues
- solar distribution : conform to specifications
- solar processor : anisotropic sky-model
- window transmission : angle dependent - calculated

1. Problems encountered in representing the test rooms within the model

1.1 it is impossible to represent in TYPE 56 a radiative/convective split of a heater
- a convective heater was assumed (this may cause substantial 'errors')

1.2 it is impossible to represent in TYPE 56 any heater dynamics
- an ideal heater was assumed (this may cause substantial 'errors')

1.3 difficulties in choosing values for internal and external surface film coefficients
- in IBA 21 RN 345/93 (March '93) we proved (with ESP simulations) that the selection of an
appropriate model for surface film coefficients was crucial for this particular testcell experiment
(leading within one program to a range of 47% of predicted heating need) .

1.4 edge-effects are known to be very important in well-insulated testcells.
- the provided 'corrected' conductivity values for use in 1D calculations were taken into account

1.5 temperature dependent conductivity can be important in high temperature heated testcells
- this cannot not be modelled in TYPE 56, but is supposed to have only a minor effect compared to
1.1-1.2-1.3 and 1.4

2. Problems with the documentation provided

2.1 insufficient basic information for quality assessment
- basic information allowing a quality assessment of the constructed models, and of the physical
experiments (reference model) was unavailable, or insufficiently documented, or misleading.
- In April '93 VUB asked for global measured testcell characteristics (such as UA-values), and
requested global quality information about measured data (experimental uncertainties additional to
sensor accuracy), amongst several other items. Global measured testcell characteristics could not be
provided, while experimental uncertainties on non-constructional model inputs/outputs were stated to
be equal to sensor accuracies (which is extremely unlikely for this kind of experiment - see also 2.3).
- (The lack of) such basic information (global measured characteristics, experimental uncertainties)
should be reported by the time of (not) selecting a dataset

2.2 reliability of bookvalues
- if an empirical validation exercise relies mainly on book values for material (and other)
characteristics, such EV exercise may easily turn out to become a data-validation exercise rather than a
model validation exercise. Differential sensitivity analysis or Monte-Carlo techniques are very useful
statistical techniques, but can never replace factual knowledge about the system under study.

2.3 quality and relevance of measurements
- assuming an experimental uncertainty equal to sensor accuracy, implies that the provided data
describes unambiguously and completely the physical experiment, (applied to 'room air control' this
implies that the elementary air volume around the controller is representative for the overall room air)



- previous experiences in EV (PASSYS) indicate that such experimental uncertainty assumption, for
this type of experiment and level of provided data / documentation, may not only be invalid, but
more-over might make the measurement irrelevant for empirical whole (non-CFD) model validation
- quality and relevance of measurements are essential requirements for High Quality Datasets, and
must be assessed by the modelvalidators prior to any simulation, (even prior to the 'blind' validation)

3. How useful was the hotline

- an eventual strong need for, or benefit from, a hotline support in a (model validation) exercise may
indicate that the quality of the documentation sent around might be subject to improvement. Quality of
documentation is a key-issue for high-quality datasets in empirical validation. 

4. How useful were the newssheets

- the new ssheets were very useful

5. How was quality assurance organized

- see §2

6. Results and conclusions from sensitivity studies

- Almost every program in the EV exercise underestimates the heating need. This might suggest
potential problems with the testcell envelope characteristics, or with the temperature control. A look to
the measurements indicates that the internal air responds extremely slow to changes in heating regime.
When the heater turns on or off, it takes MORE THAN ONE HOUR before a change in air
temperature is noticed. This might suggest potential problems with the air-mixing in the testroom.
- Various simulations (for the opaque tescell) were undertaken to explore both suggestions

00. blind simulation
01. as 00 but steady state in order to derive UA-value
02. as 01 but with CIBSE surface film coefficients

03. as 02 but with 15% increase of UA-value compared to 01 (defining a resistive edge-surface)
04. as 03 but transient simulation with real climate and imposed temperature profiles (conv. heater)

05. as 03 but with real climate and imposed temperature setpoint file (convective heater)
06. s 03 but with real climate and imposed (rad/conv) internal gain equal to measured heating

07. as 06 but with increased air-capacitance (adding 150 kg to internal air-mass)

Qaux Tair Tfloor Tback Tceiling
measurement 194 W 24.9 23.9 23.6 23.8
simul 00 146 W 24.8 22.6 22.9 22.9
simul 04 171 W 24.0 21.7 20.0 21.2
simul 05 181 W 24.9 22.5 20.7 21.9
simul 06 194 W 24.5 23.5 21.5 22.8

- The blind simulation (sim 00) underestimates the heating need by 48 W (25%), predicts a correct
average internal airtemperature, while underpredicting internal surface temperatures. Substituting
ASHREA bookvalues for surface film coefficients by CIBSE bookvalues (01-02) does not affect
very much calculated global UA-values. Simulating the testroom with an increased UA-value but
unchanged capacity (sim 04), moves the energy need in the right direction, but the air and surface
temperatures in the wrong direction. From the hourly simulations (well mixed air - convective
heating) one can see that for both cases (00-04), the air-temperatures rise or fall immediately after
switching the heater on or off. In the heating period (especially in the beginning) air temperatures are
largely over-estimated, in the non-heating period (at night) air-temperatures are under-estimated. At
the other hand simulated internal surface temperatures (almost) always underestimate measured values
(in especially for sim 04), but without much variation. This might suggest the presence of an inert air
body in the centre of the testroom, with boundary flows along surfaces in the heating period, (in
contradiction to the experiment specification which limit the air temperature uncertainty to +/- 0.2 °C)



- Imposing the measured air-temperature as a setpoint in a testcell with a 15% increased UA-value,
and equiped with a convective heater (sim 05), indicates that in the non-heating period predicted
surface temperatures almost become identical to the measured values, while in the heating period
simulations drastically underpredict internal surface temperatures. This confirms the suggestion of an
inert air body in the centre of the testroom, with a strong boundary flow along surfaces in the heating
period. Despite the convective nature of the heater in the simulation, predicted energy consumption is
pretty close to the measured value (13 Watts on 194 Watts or 07% underprediction).

- Defining the heat input as a radiative/convective gain in a 'modified' testcell (sim06), leads again to
overpredictions for the simulated air-temperature in the heating period, and underpredictions in the
non-heating period, which is reflected in the predictions for the internal surface temperatures.
- Assuming that one does not know exactly the control temperature within a range of +/- 1°C, and
inputting this uncertainty in a setpointfile (sim05), does not bring the measured surface temperatures
within the simulated uncertainty range during the heating period. At the other hand, defining an
uncertainty of +/- 10% on the inputted flux in sim06, (this is doubling the previous uncertainty
range), brings the measured air and surface temperatures pretty close or even within the simulated
uncertainty band.
- Assigning a fictive capacity to the (in reality maybe inert) airmass improves drastically the prediction
of the air temperature, without affecting too much the predictions for the internal surface temperatures

7. were any bugs found in the model as a result of this exercise

7.1 no bugs were (could be) revealed in TRNSYS as a result of this exercise (but BESTEST did !)

7.2 the test might suggest the presence of 'internal errors' in the pseudo-truth model (dataset) or in
its documentation : model input and outputs may not to correspond with the physical experiment (e.g.
UA-values, or the meaning of room air control and its related experimental uncertainty) .

8. Conclusions

The essence of model validation is the acceptance that 'simulation' is just another 'experiment',
and that validating a particular simulation model requires (basically) :
- the definition and execution of two experiments :
one experiment with the model under study, for one or several 'typical' (realistic ??) cases, and a
second experiment with a pseudo-truth model, (which implements identical or superior abstractions
of the real world), - by using other model results, analytical results, or empirical results -, for
(ideally) exactly the same test-cases (e.g. for the the same model inputs / outputs)
- the comparison of both experiment results, giving rise to preliminary questions such as :
what accuracy are we looking for ? what to compare ? how to compare ?
- the diagnostics of eventual differences between both experiment results :
where are the differences ? what causes the differences ? how relevant are the differences ?

- if both experiments implement two different test-cases, result comparisons become very difficult,
and model validation may remain inconclusive

- results comparison and/or diagnostic requirements influence greatly the experiment definition : a bad
experiment definition may lead to wrong or inconclusive results
- a 'validation' exercise without diagnostics is no validation, but rather qualification (cfr. BESTEST)
validation is always based on a comparison of experiment results from TWO models : in EV the
physical experiment, -the 2nd model-, is always unique its kind, therefore diagnostics are essential in
revealing eventual errors/shortcomings in the physical experiment

More in general, Model Validation can be defined as :
substantiating that the experimental model, within its domain of applicability,
behaves with satisfactory accuracy consistent with the study objectives

More specifically, we can conclude that in this EV exercise :
- TRNSYS was tested outside its domain of applicability, but nevertheless succeeded in following
rather well the transient respons of the testcell fabric.
- Potential problems were suggested with regard to the experiment description (global testcell
characteristics), as well as with the quality assessment of the dataset itself (experimental uncertainty)
- The quality of the dataset might be insufficient for a conclusive whole-model validation exercise



Appendix F9: SERI-RESv1.2 - S.Hammond - BRE, UK

1. Problems encountered in representing the test rooms within the model
1.1 Accuracy of data.
In SERI-RES 1.2, wall and floor areas, together with some length values, can be input only to one
decimal place accuracy. This means lengths are accurate only to 5 cm and areas to .05m 2 .
1.2 Sloping roof.
For the sloping roofed upper space, a height was needed for calculation of the total volume. This was
taken as the mean of the two wall heights. Also for calculation of solar incidence, the roof slope was
taken as 10.1°.
1.3 Representation of the floor.
Since the floor construction was so close to the ground, there was some query over representing it as
an external wall with the outer surface conditions as "AMBIENT". However, for the short period of the
study, it was decided that the thickness and insulation of the floor construction was such as to make
the inaccuracy small, so the model described above was used.
1.4 Consideration of the next-door cell.
The West wall connected to the neighbouring cell was modelled according to Table 5.6 of the
construction. This was the alternative preferred method, and reduced the error in area approximation
(see 1.1). It was taken as adjacent to a volume of constant temperature 20°C for both May and October.
1.5 Heating units.
SERI-RES cannot model anything more complex than the amount of energy required to heat, cool or
ventilate any cell, so the radiator power of 680W was given without any radiative convective split, and
with a simple control of cut-off at 30°C between 6:00 and 18:00.

2. Problems encountered with the documentation provided.
2.1 Solar distribution on internal walls.
The split between surfaces was supplied on p 12 of the specification, but took no account of whether
there was single or double glazing. According to Performance Assessment Method Documentation for
SERI-RES, the glazing affects the heat lost through the window, and hence the fractions on the
surfaces. The values supplied were, however, used as given.
2.2 Surface coefficients.
These were calculated using the CIBSE guide A3, giving the following values:

Internal: Vertical 8.33
Floor 7.14
Ceiling 10.00

External Vertical 16.60
Roof 25.00

2.3 Air gaps.
SERI-RES requires a resistance for air gaps. Following the recommendations of the CIBSE Guide for
air gaps above 20mm, this resistance was taken as 0.18 m2K/W.
2.4 Glazing.
SERI-RES requires U-values to be given for each glazing type. These were found using the CIBSE
Guide and the data given, and were taken as 3.4 W/m 2K for double glazing and 5.6 W/m2K for single
glazing.
2.5 Climate data set.
The data given were for the hour previous to the time of recording, whereas SERI-RES 12 requires the
data centred on the recorded hour, starting at midnight for any day. A program was written to convert
the given data, but subsequently a revised data set for SERI-RES was supplied by De Montfort.
2.6 Climate data checks.
There was no graph of the direct normal solar incident radiation, so this could not be checked for use
in SERI-RES 1.2. SERI-RES 1.2 also needs wet bulb temperature, but this is used only for latent heat
calculations, and it was not considered worth deriving it from relative humidity and other given data.
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3.

Usefulness of hotline
The hotline was found to be useful in two main directions.
3.1 Missing data.
Where data were not given, it was useful to be able to call up and check if one had missed something
in the specification, and get advice on alternative sources of information. This had a two-way effect if
more than one participant needed extra data.
3.2 Errors in the specification.
The very small number of errors in construction details which were found could be confirmed quickly
without waiting for the newssheets.

4.

Usefulness of newssheets.
The newssheets were most useful for the following.
4.1 Following up hotline information.
Confirmation of errors, extra data information and changes was essential, and the newssheets were
good vehicles for this.
4.2 Deadlines.
The newssheets were useful for reminders to participants, including any minor changes or additions.

5.

Organisation of quaity assurance.
Since the tests were performed blind, only the input data could be checked. The climate file was
checked initially using the procedure proposed in the Validation Guidebook IEA21RN196/92, but after
the new SERI-RES 1.2 format file was supplied it had to be assumed that this file was correct. In fact
there was a query on the validity of the first pair of revised climate files sent. They were sent again and
runs repeated. Input data for SERI-RES 1.2 were checked in-house, and the input files were also sent
to De Montfort University with the results.

6.

Results and conclusions from sensitivity studies.
None were performed for SERI-RES.

7.

Finding of bugs in the model as a result of this exercise.
Although bugs have been found in SERI-RES 1.2 during other exercises, for example with sidefin
shading during the IEA21/C BESTEST studies, none were found as a result of this exercise, with the
possible exception of solar incident radiation as described in the following section.

8.

Comparison of results with measurements.
The major problems with SERI-RES 1.2 occur in connection with the modelling of solar radiation. The
weather data as supplied, which start at midnight as the program requires, give solar radiation values
which appear to be an hour behind those measured for the test room glazing. The SERI-RES runs were
all done again modifying the weather data by deleting the first record. Though this made the solar
incidence match more closely with regard to timing, there was wide variation in values of both this and
air temperature.
For example, consider Cell 1 for both free-float and heated conditions.
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There appear to be grounds for investigating the algorithms used in SERI-RES 1.2 for calculating solar
radiation, and for checking the midnight start time for data. There was nothing in the specification to
indicate that daylight saving times were used for May, and this would not account for similar errors in
October.

As described in Section 1.5, the heating unit calculations in SERI-RES 1.2 are purely for the energy
requirements for the conditions required, and do not go into detail of HVAC type, etc. The results are
consistently lower than those measured, except at the beginning of the day, when the immediate
application of full heat in SERI-RES will not correspond very well to the reality of a radiator which takes
some time to warm up, as well as responding to higher solar radiation values. This may be noted in the
air temperature, which is 28°C for SERI-RES while the measured value is only 23°C at 8.00. Another
feature which SERI-RES cannot model is the radiative/convective split in the heat input, and this will
have some influence. There is little difference between the results from the original V110 data and those
revised with regard to solar radiation.
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In free-float cases, back wall and ceiling temperatures are almost equal in SERI-RES 1.2 results, and
are very close to the corresponding air temperatures. In the measured results, back wall and ceiling
temperatures are not so close, and are generally lower than the air temperatures. Floor temperatures
found by SERI-RES 1.2 are generally higher at night than those measured, and lower during daylight.
This may be due partly to the solar radiation differences, and partly due to the modelling of the raised
floor. In the heated cases, SERI-RES 1.2 surface temperature results reflect the differences in
application of the heating system which has an immediate response in SERI-RES without warm-up.
Again, SERI-RES 1.2 back wall and ceiling temperatures follow the air temperature closely, and floor
temperature values are generally greater than those measured, including during the day.
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Appendix F10: ESP+v2.1 - G.Stuart - ASL Sterling, UK

Introduction
On review of the exercise conducted by De Montfort University, a number of issues are raised relating
to the accuracy of the ESP+ model of the test cell, and also to the use of the test cell as being
representative of a building.
It should be stated at the outset, we were surprised and dissappointed at the initial reported results from
ESP+. However we were also surprised at the apparent generally poor performance of the majority of
the models in the exercise; this leads us to give serious consideration to the possibility of other errors in
the exercise outwith the scope of the "internal" errors concluded by De Montfort University.
We prepared a draft technical rebuttal in relation to our concerns, and have presented this to De
Montfort University for comment and review. At this point in time, De Montfort have indicated they
feel there may be some errors in our draft, but no details are available to us. We expect details to be
made clear in future communication with De Montfort staff, so that our Rebuttal can be published in
full.
The enclosed three page rebuttal is based on the work carried out for our draft technical rebuttal, and
relates to our concerns on the modelling of the test-cells. We feel the test-cells are not as "simple" in
modelling terms as has been implied, and here we attempt to relate how we would tackle such an
exercise, based on our own modelling experience in real applications, together with the consequences
on the recorded model results.

References
References are made in this report to other sources. These are quoted below.
[1] Khalifa A. and Marshall R. (1992) Validation of Heat Transfer Coefficients on Interior Building

Surfaces Using a Real Sized Indoor Test Cell (Solar Energy Unit, University of Wales, Cardiff).
[2] Pilkington (1988) Glass and Transmission Properties of Windows, 7th Edition. (Pilkington

Environmental Advisory Service).

Perceived Modelling Deficiencies
The energy processes in the test-cell should be modelled with greater care than is normal. This is
emphasised in the Validation Guidebook. Below are illustrated some of the features which we feel were
not modelled well enough to reflect these considerations.

• The model was not created using the interface provided with ESP+, rather it is an edited version
of the files used in other ESP versions. This led to problems early in the study when the input
parameters for site elevation (100m) and building orientation (9 degrees) were confused, resulting
in extremely erroneous results.

• Errors were found in the climate file used compared to that which was measured. This is
illustrated in the accompanying graph of climate data for the last day of the simulation period.
Also, all relative humidity values were set to 99.0 in the measured data; this must be in error and
will lead to significant error in the calculation of long-wave radiation in ESP which uses RH to
develop the sky conditions for its external long-wave radiation routines. Correction of these
errors will undoubtedly increase energy use.

• The model created had reflected and diffuse solar radiation being received on the underside of the
floor. This error could have been remedied by setting the external solar absorption coefficient of
the floor construction to 0.0, thus accounting for the close proximity of the external surface of the
test cell floor to the ground. This was not done despite a specific reference to this problem in the
Site Handbook. Had this been done an increase in energy use would be expected.

• The application of 1AC/h to the void zone seems arbitrary at best, and casts doubt on the true
nature of airflow in this zone. Variations in this value will undoubtedly affect energy use.

• Although no information on heat transfer coefficients was provided in the site handbook, research
carried out on test-cells in Wales[ 1] suggests internal convective heat transfer coefficients higher
than the Alamdari-Hammond correlations used as default in ESP. There is the facility to allow



ASL Sterling 2 IEA Annex 21C

the user to change these coefficients, but this was not done. The modification to these coefficients
will increase energy use.

• The distribution of radiant heat from the emitter will mean much of its output will fall on the
south facade, this will in turn affect the heat transfer coefficients on the south wall and window,
thereby increasing localised convective, radiant, and conductive heat transfer processes associated
with these surfaces. Again, no information on the actual distribution of heat is supplied but if
accounted for, an increase in energy would be expected, particularly in the double glazed case.

• Unless a detailed model of the emitter exists it is difficult to capture the performance of the
emitter in reality; as stated earlier any assumptions relating to the emitter take on great
significance because of the particular geometries involved in the test-cell. Currently, ESP+ does
not have such a detailed model, although methods are available to emulate its operation. Had a
sufficiently detailed model been available, an increase in energy demand might be expected.

• Surrounding test-cells will shade parts of the building at certain times. ESP+ provides detailed
shading analysis software (Insolare) which could have modelled these effects. No account of this
was included. This will increase energy use in the test cells.

• The air-gap resistances in constructions were all assumed as default values of 0.18W/m2K.
Calculation based on emissivities and air-gap thicknesses based on calculation procedures from
Pilkington [2]yields different values, particularly for the air-gap between the double glazed panel
(0.12W/m2K). Also, slightly different values for transmittance and absorptivity for the glazing
were calculated. The inclusion of these corrected values will increase energy use.

• Although no time-series insolation information was presented from the monitored tests, constant
values (which will not occur in reality) show the walls would be insolated also. In ESP+ if no
time series insolation values are present, default insolation planes can be assigned; it is a simple
modification to place solar on the rear wall as well as the floor. This was not done, but if
incorporated, an increased energy use might be expected.

It should be noted ASL Sterling is partly responsible for some of the deficiencies in the above model.
Having originally indicated we could not participate in the exercise unfunded due to a lack of resources,
the model was subsequently created by De Montfort University and ASL Sterling staff asked to
comment on it. Whilst some deficiencies were easily corrected by ASL Sterling in the time allowed by
the resources available, it was not possible to conduct a detailed critique of the De Montfort Model.

Revised Simulations
To investigate the potential effects of the above parameters on the model a number of simulations were
conducted as follows:
1) As a starting point we have the De Montfort model.
2) To eliminate any error due to De Montfort not using the ESP+ interface, the model was

reconstructed from the data provided using the interface. Note that whilst we consider this
reconstructed model to be subject to a lack of sophistication, simulations conducted on it form the
"base" case against which changes in parameters we consider inaccurate could be judged.

3) External solar radiation was removed from the underside of the floor of the test-cell.
4) External convective heat transfer coefficients were increased by 10% to reflect the greater exposed

area of the test cell relative to its internal dimensions.
5) Corrected climate data was applied to the model by using the measured data originally provided

by De Montfort on a disk.
6) A solar shading analysis was conducted on the model and the results applied to the ESP+

calculation.
7) Constructional information (air-gap resistance etc.) was altered to better reflect the performance of

the test cell at the prevailing temperatures, and improve the quality of the model.
8) Internal solar radiation was re-distributed to insolate the walls of the test-cell as well as the floor.
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9) Internal convective heat transfer coefficients were applied from the Welsh study.
10) Internal convective heat transfer coefficients were applied to better reflect the distribution of heat

to the south facade of the model from the emitter.
11) The combined effects of all the above modifications were simulated.
12) Finally simulation 11 was repeated, this time with no assumptions about maximum load from the

emitter.
The table below lists each of the results simulated with the appropriate modification applied to the base
case.

Concerns Not Simulated
It should be stressed all the above modifications have a strong justification in providing a more realistic
model than that reported by De Montfort University; there are undoubted other factors (local airflow
regimes, external long-wave exchanges, variable conductivities etc.) which we have not yet investigated
because we feel at this point there is insufficient data available to make a valid judgement on their
likely values at the time of data collection.
It should be noted however that we are convinced these other factors will only serve to strengthen our
contention that ESP+ is more than capable of modelling the test cells accurately when sufficient
attention is paid to these details. Note that the results shown in simulation 12 remain (just) outside the
De Montfort error bands, and we believe this reflects the uncertainty remaining in these unaccounted
factors.
It should also be stressed we feel the inaccurate measurement of the RH (given its effects on the long-
wave prediction routines in ESP) is of its-self sufficient cause to negate the exercise as an appropriate
validation of ESP. The effect of this will be particularly relevant to the double glazed model, as the
glazing will be particularly susceptible to long-wave inaccuracies due to its low thermal mass compared
to the rest of the test-cell structure.

Conclusions
At this stage, no final conclusions are drawn. When further discussions with De Montfort have been
completed to ascertain and correct any particular concerns they have, we shall take their comments on
board and present a full rebuttal.



Appendix F11: ESP-rv7.7a - P.Strachan - ESRU, UK

Introduction
This report summarizes the sensitivity studies that were carried out by ESRU within the validation exer-
cise. It should be noted that most of these were carried out before the measured data were released, and
included with the original submission. In particular, the sensitivity of the test cells to the internal con-
vection coefficients was recognised at an early stage in this exercise.
Unfortunately, with no resources for carrying out the work, it has not been possible to carry out any
detailed analysis of the residuals (difference between measured and predicted data) or a complete
differential sensitivity analysis. It is hoped that there will be useful feedback from the organisers of this
exercise as to possible reasons for disagreements between measured and predicted data, as a quid pro
quo for undertaking the simulations.

Sensitivity Analyses
Internal Convection Coefficients. One major area of uncertainty is in the choice of convection
coefficients. This is known to be important in the simulation of small test cell configurations (e.g. from
work undertaken within PASSYS and the BESTEST programme). In the absence of any supplied infor-
mation, simulations were carried out with the default ESP-r treatment which uses the Alamdari and
Hammond correlations for buoyancy driven flow. However, it may be that the convection coefficients
will be substantially higher when a radiator is placed close to a wall as is the case here. For this rea-
son, alternative result sets were submitted for the case of the heated cells (double glazed and opaque
cases), using algorithms developed in experimental work carried out at Cardiff University (Khalifa and
Marshall, 1990). A statement was made in the associated report that the "assumed coefficients have an
important impact on the predictions". No information was supplied in the exercise on the convective
regime within the cells (although it was supplied for solar distribution, for example).
Further simulations have now been undertaken using upper limits for internal convection coefficients
(7W Im 2K) identified in a study by Halcrow (1987). The following table summarizes the results.
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Clearly the results, as expected from previous research, show that the use of higher convection
coefficients increases predicted energy consumption significantly. It is thought that the different assump-
tions made by programs regarding convection coefficients may well lead to a significant part of the
observed variation between programs. However, it is worth noting that with the upper limit of assumed
convection coefficient, the predicted energy consumption is still just below the lower uncertainty band
for measured data from the double-glazed cell (although it is within the uncertainty band for the opaque
cell).
Solar Modelling. The anisotropic solar distribution algorithm assumed was the current default in ESP-
r, the Klucher modeL A small sensitivity study was carried out using an alternative algorithm, the Perez
model, available as an option in ESP-r, and which is being considered as a replacement default. The
overall effect on heating requirements is small - for the double-glazed cell, the Perez model resulted in
a prediction of 67.7 MJ (against 69.6 for the Klucher model). However, it is interesting to note that the
Perez model gives better agreement with the measured south facing vertical irradiance (integrated over
the 7 days), as shown in the following table.

As can be seen from close study of the attached graph showing measured against the Perez and Klucher
predictions, the hour-by-hour predictions with the Perez model are slightly better than with the Klucher
model. However, a firm conclusion as to the most suitable algorithm cannot be made from this data
alone.
A sensitivity study has also shown that the assumed external absorptance can have a significant impact
on the predicted internal air temperatures. Changing the external absorptance over the range 0.10 to
0.30 (as suggested in the uncertainties given in Newsletter No. 9) resulted in a change in energy con-
sumption from 70.2 to 67.7 MJ for the double glazed cell (against the base case estimate of 69.6 MJ).
A study of internal absorptance resulted in an uncertainty in energy consumption of ±0.7 MJ for the
uncertainties given in Newsletter No. 9.
Weather Data. This note is taken from the original submission. The revised weather data sets with
tabulated values centred on the hour were used. It should be noted that the way in which the revised
data set v110 (October 1987) has been constructed will have significantly smoothed out the peaks and
troughs in the data, particularly the solar data. This will have some impact on the time series com-
parison with measured data, but in the absence of correctly averaged hourly data, this is not possible to
quantify. With regard to humidity, in data set v110 the values were missing. Instead, the mean and
range of humidity values from the Kew example year for the month of October were used to construct
sinusoidally-varying humidity values. For the v099 climate set, the humidity values are obviously
incorrect (100% with high temperatures and solar), but these were used as requested. A sensitivity study
was carried out with the humidity values reduced by 20%. This decreased the predicted temperatures in
the test room and the roof space by 02°C to 0.3°C. This factor, which affects the calculated external
longwave exchange, could therefore be of some significance, and may be worthy of further sensitivity
studies.
With regard to the supplied solar data, two ESP-r climate files were made up for the revised v110 data
set - one using the supplied global horizontal radiation and the other with the supplied direct normal
radiation. The resulting predictions were slightly different. It is thought that this difference is caused by
an incorrect calculation in the supplied data (probably of the solar altitude). An assumption was made
that the measured solar radiation was global horizontal and that direct normal was derived. The simula-
tions were therefore run with the climate data containing global horizontal data.
Heater The original specification requested that the heater be modelled as accurately as possible. This
was done by modelling the radiator as a plant component, although it was noted that the time constants
of the heater (22 minutes) conflicted with the relatively smoothed solar and other climatic data (hourly
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averaged data further smoothed with a 2 hour moving average). Two sensitivity runs were undertaken.
It was observed that changing the radiator heat output from 680W to 700W caused an increase of
0.2MJ to the total energy consumption; this is not significant. It was also found by conducting similar
analysis that the effect of changing the radiator time constant has very little effect on the overall energy
consumption.
As mentioned in the original submission, it is known that the position of the radiator can be important
in the room response. It is possible to take this into account in ESP-r by subdividing the room and set-
ting up an air flow network. However, this would have involved a substantial increase in the time
required for carrying out the study, so unfortunately it was not undertaken - again, further investigation
of this aspect would be desirable.

Conclusions
The (limited) sensitivity studies that have been carried out suggest that the the most important uncer-
tainty is associated with the unknown internal convective regime inside the test cells. This factor, well-
known to be important from previous studies, may account for a large part of the differences in predic-
tions between the simulation programs. It points to a need for further experimental work to provide gui-
dance on suitable values. In the case of BESTEST we have concluded that ESP-r is  operating with a
significantly different external convective/radiative regime compared with many other programs.
Additional sensitivity studies have shown the sensitivity of the results to external long-wave exchange,
and internal and external shortwave surface absorption. The importance of time-dependent conductivity
has not been investigated as yet, although with the high temperatures recorded in the test cells, they
may have some influence (as has been found in the case of the PASSYS test cells).
One suggestion for continued work is to take two or three of the simulation programs that give
significantly different predictions, and extract the main energy fluxes in order to determine why
differences in predictions are so large.
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